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Ultrasonic Computed Tomography of the Breast
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Abstract

The performance of B-mode ultrasound in the clinical detection of breast cancer
is often limited by poor contrast resolution. Contrast mechanisms based on alternative
tissue characteristics, such as direct estimation of sound velocities and attenuation
coefficients in different tissues, may offer additional diagnostic information. An
approach based on limited-angle transmission tomography for reconstruction of the
sound velocity distribution and attenuation coefficient distribution in the breast is
proposed in this thesis. The imaging setup is similar to that of x-ray mammography.
With this setup, the time-of-flight data and the attenuation data are acquired by a
linear array positioned at the top of the compressed breast that both transmits and
receives, and a metal plate is placed at the bottom as a reflector. Such a setup can be
easily integrated with a B-mode system so that the acoustic data for all of the B-mode
image, the sound velocity distribution, and the attenuation coefficient distribution can
be simultaneously acquired. However, the acquired data are incomplete, and this
results in inaccurate sound velocity estimation and attenuation coefficient estimation.
In order to improve the estimation accuracy, a new reconstruction algorithm based on
a convex programming formulation was developed. This improvement is mainly
attributable to the proposed algorithm successfully incorporating information from the
B-mode image of the same object. Furthermore, a technique based on the angular
spectrum method was developed to compensate the effects of refraction on the
attenuation data using the information on sound velocity distribution. Simulation
results and experimental results demonstrate that the proposed approach to
limited-angle transmission tomography using linear arrays is feasible. Both the sound
velocity image and the attenuation coefficient image can be used to complement

conventional B-mode image to enhance the detection of breast cancer.
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Chapter 1 Introduction

1.1 Sound velocity, attenuation coefficient, and breast

cancer detection

The detection of breast cancer using B-mode ultrasound is of clinical importance
[1]-[4]. Although x-ray mammography is also a popular modality for breast cancer
detection, ultrasound is more effective in cases such as the differential diagnosis of
pathologies in the radiologically dense breast [1]. Furthermore, B-mode ultrasound is
an effective adjunct to mammography in reducing the number of negative biopsy
results [4]. In order to improve the effectiveness of B-mode ultrasound in breast
cancer detection, several issues need to be addressed. First, severe distortions caused
by sound velocity inhomogeneities (including phase aberrations and wavefront
amplitude distortions [5]-[9]) may be present. Such distortions degrade the contrast
resolution and therefore reduce cancer detectability. Furthermore, even if a region of
interest (ROI) is detectable above the background it may still be difficult to
distinguish a tumor from a region of fat. This leads to a second issue, related to the
fundamental contrast mechanism. In B-mode ultrasound, the image contrast is
primarily determined by tissue scattering properties and acoustic impedance. In other
words, if two regions in the image have similar scattering properties and acoustic
impedance, they may not be distinguishable. In breast B-mode ultrasound, a fat region
and a tumor may have similar characteristics on the resulting image. For example, the
B-mode image of a solid homogeneous hypoechoic tumor with irregular borders may
look like a fat region [1]. Alternative imaging methods can be used to form a breast
image based on different acoustic parameters. One example is the elasticity imaging
based on elastic modulus [10], [11]; since elastic modulus varies over a wide range in
different tissues, it is possible to provide a much higher contrast among different

tissues of interest.

In this study, two physical parameters are of interest. The first one is the sound
velocity. One of the reasons is that the velocity of sound in cancerous tissue is higher
than that in fat [12]. Although the sound velocity distribution alone may not be
adequate for obtaining full diagnostic information, tumors can be detected more

accurately and effectively by combining the sound velocity distribution information

1



with the corresponding B-mode image. The second reason for using sound velocity is
that if the sound velocity distribution can be found, it may be possible to devise an
adaptive imaging scheme and to correct for the image distortion in conventional
B-mode imaging due to sound velocity inhomogeneities [13]-[18]. Another physical
parameter of interest is the attenuation coefficient because the attenuation coefficient
varies from tissue to tissue. For example, the attenuation of cancerous tissue is higher
than that of cyst. Therefore, the attenuation coefficient distribution in the breast can
also help the detection of breast cancer [19]-[21].

1.2 Limited angle transmission tomography

\ 4

< Nap
Transmit Receive

Channel e;(f) Channel

Linear Array

(Nachannels,

pitch p)

Dy

Compressed Breast

Metal Plate

Fig. 1.1. Tomographic imaging setup allowing the acquisition of B-mode images, sound velocity
distributions, and attenuation coefficient distributions. Each of the channels in the array can transmit

independently. A metal plate at the bottom of the compressed breast reflects the acoustic signal.

The sound velocity distribution and the attenuation coefficient distribution can be
measured using ultrasonic computed tomography [22]. However, the apparatus used
for computed tomography is very different from that used for B-mode imaging. It is

the main purpose of this thesis to develop an imaging strategy for reconstructing the
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sound velocity distribution and the attenuation coefficient distribution using
pulse-echo data from a linear array, such as that used in B-mode imaging. Hence, the
limited-angle transmission tomography setup shown in Fig. 1.1 was adopted [23], [24].
Fig. 1.1 shows that a linear array is placed at the top of the image object and a metal
plate at the bottom reflects the acoustic wave. In addition to performing B-mode
imaging, the imaging setup is also capable of transmitting a wideband pulse from a
single channel in order to acquire a complete channel data set and corresponding
time-of-flight data set and attenuation data set, which contain information on the
sound velocity distribution and the attenuation coefficient distribution of the image
object, respectively. Thus, all of the B-mode images, sound velocity distributions, and
attenuation coefficient distributions can be acquired using a single setup. Note that the
setup is similar to the setup proposed by Krueger et al. [25], [26]. Nonetheless, a new
reconstruction algorithm is proposed in this thesis that provides a significant
improvement in estimation accuracy. As described in Section 2.3, the B-mode image
is used for segmentation such that constraints can be properly defined and imposed
during reconstruction, and the improvement in estimation accuracy is mainly
attributable to the proposed technique successfully incorporating information from the
B-mode image of the same object. Note that the use of B-mode images for

segmentation has also been proposed in near-infrared breast imaging [27], [28].

1.3 Thesis organization

This thesis is organized as follows. Chapter 2 presents the basic equations for the
imaging setup shown in Fig. 1.1 and introduces the algorithms for reconstructing
sound velocity distributions. In Chapter 3, simulations were performed to test the
efficacy of the proposed technique. The effects of wave propagation such as refraction
and diffraction were included in the simulated data, and these data were used to
evaluate the algorithms introduced in Chapter 2. In Chapter 4, a custom-made
phantom containing a variety of image objects with differing physical properties was
used to experimentally investigate the performance of the approach proposed in
Chapter 2 and evaluated by simulations in Chapter 3 for reconstructing sound velocity
distributions. The imaging setup shown in Fig. 1.1 can also be used to reconstruct
attenuation coefficient distributions. Chapter 5 presents the basic equations and the
algorithms for reconstructing attenuation coefficient distributions, which were
experimentally evaluated using the data used in Chapter 4. Chapter 6 discusses the

efficacy of applying the sound velocity distribution to correcting for the waveform



distortions caused by sound velocity inhomogeneities and the efficacy of applying
coded excitation to signal-to-noise ratio (SNR) enhancement when collecting the
time-of-flight data. This thesis concludes in Chapter 7. Future works are also
described. Appendix A presents a new coded excitation scheme that efficiently
synthesizes codes for arbitrary waveforms using a bipolar square wave pulser. The
technique can be applied to enhance the SNR, which is essential for time-of-flight

estimation.



Chapter 2 Reconstruction of the sound velocity

distribution

2.1 Basic equations for the imaging setup

Consider the imaging setup shown in Fig. 1.1. Assume that the image objects
contain targets uniform along the z-axis, and ¢ denotes the time. Note that the

setup is similar to that of x-ray mammography [29] and the one proposed by Krueger
et al. for ultrasound [25], [26]. Fig. 1.1 shows that the linear array has N, channels

and that a metal plate is used for reflecting the acoustic wave. The array axis and the
beam axis are defined as the x-axis and the y -axis, respectively. In addition to

performing B-mode imaging, the imaging setup shown in Fig. 1.1 is also capable of

transmitting a wideband pulse from a single channel in order to acquire a complete

channel data set {el.j(t)},lﬁz', J<N,, where ¢;(¢) is the echo signal received by

channel j when only channel i transmits. With e;(¢), the time-of-flight ¢,

corresponding to the same transmit/receive combination for the echo reflected from

the bottom metal plate can be obtained.

Let c(x,y) denote the sound velocity at the center frequency of the transmitted

pulse. When only soft tissues are considered and only time-of-flight is of interest,
effects of refraction associated with sound velocity inhomogeneities can be ignored
[22]. In this case,

t, = js(x, y)dl, 2.1)

Ly

where L, is the path of the line integral as shown in Fig. 1.1, and s(x,y) = c'(x, )

is defined as the slowness. Assume the average slowness in the image object is

-1
s, =c, ,and define



o= [ syl (2.2)
L,

v

as the geometrical delay, then the time-of-flight with geometrical delay compensated

becomes

Aty =t,~t,,= j [sCx, »)— s, Jdl = j As(x, y)dl . (2.3)
Ly Ly

As(x,y) can be discretized with spatial sampling intervals Ax, and Ay, in the x

and y directions, respectively. In this case, (2.3) becomes

N M
At; = As(m,n)l,(m,n) =1;As (2.4)

n=1 m=1

where 1, and As are MN x1 column vectors, (lj)
[ J7(m=1)N+n

=1[,(m,n) is the
contribution of grid point (m,n), 1<m<M, 1<n<N [ie., the length of the line

segment which is the intersection of the path L; and the rectangle centered at the

grid point (m,n) with a size of Ax x Ay, ], and (As)(m_l)N+n = As(m,n).

There are a total of N, equations in (2.4). Due to the assumption of the

straight-line propagation path, 1, =1,, and Az, can be set to (Aty.+Atﬂ)/ 2 for

Ji?

1<i<N,, 1<j<i. Thus, the number of equations reduces to N,(N, +1)/2 and

they can be put into the following matrix form:
LAs = At, (2.5)

where At is an [N,(N, +1)/2]x1 column vector and L is an
[N, (N, +1)/2]x MN matrix. In (2.5), At is obtained from the channel data, and

L is calculated based on the geometry. The focus of this thesis is to develop a

scheme for accurately solving slowness distribution As.

2.2 A brief introduction to the convex programming

formulation



In this thesis, C :{xeX:propertyP(x)} means that C is a subset of X
containing all x in X which have the property P [30]. A complete inner product

space is called a Hilbert space. On the finite-dimensional Euclidean space R , if for

all x=[x, x, - x,] in R™ and all y=[y, y, - y,] in R™,

their inner product is defined as the Euclidean inner product
MN .
<XaY> = leyl =y X, (2.6)
I=1

then R is a Hilbert space [31]. Each slowness distribution As is an element in
R,

Let C be a closed convex set in a Hilbert space H. Then for each # in H,

there exists a unique u  in C thatis closestto u . That is,

: 2.7)

* .
-] = i —v
veC

where |||| is the norm induced by the inner product. This unique nearest neighbor u"

in C of u is called the projection of u onto C, and the operator assigning

u =Pu to each u is called the projector onto C and is denoted by P.. For

example, if the closed convex set C represents a set of distributions satisfying a
given condition and u is any initial guess, then a distribution in C that is closest to
distribution u# can be found. Assume that for a real problem one tries to find a

solution u in H satisfying a given constraint, and the associated constraint set

C= {u € H : u satisfies the given constraint} (2.8)

. . . * .
is nonempty, closed, and convex, then a solution ueC is u = P.u,, where u, is

any given initial condition. If there are k& constraints in a problem and each

C = {u € H : u satisfies the ith constraint}, i=12,--,1, (2.9)

!
is closed and convex, then all the solutions form a set C, = ﬂCl. which is also

i=1

closed and convex. Thus, F. u, isa solution provided that C, is nonempty.



In the presence of inconsistent constraints, which may arise from inaccurate
measurements such as estimation errors in the pulse arrival time, C, is empty and
there is no solution. One way to solve this problem is to divide all of the constraints
into two classes: one class contains the hard constraints that the solution must satisfy,
and the other class contains the soft constraints for which the total amount of violation

must be minimized. Let 7 =7" UI® be the finite constraint index set, where I"

denotes the possibly empty hard-constraint index set, /° denotes the nonempty
soft-constraint index set, and /" I° is empty. Define

(1) :%zmdz(u,c,.), (2.10)

iel®

where w, €(0,1] for all iel®, Zwl.:l, and d(u,Cl.)zinfmu—v”:veCi} is the

iel®
distance between u and C,, where inf stands for the greatest lower bound. Suppose

that H is finite dimensional, C,

l

is bounded for some iel¢, C" :ﬂCl. is

iel®

nonempty, and take u,eC", A, €[0,]] for all n>0 such that z&n (1-2,)=oo,

n=0

and y €(0,2]. Let

w,, =(-2,u, +4,P., [(1 =, +yY WP (u,) | n=0. (2.11)

iel®

Then the sequence {un} converges to a point u# with ®°(u) = min®*(v) [32]. That
veCh

is, (2.11) can be used to find a solution that satisfies all the hard constraints and
minimizes the objective function ®°, which is the total amount of violation of the
soft constraints. Note that such a problem is in a convex programming formulation

since @° is a convex function on a convex set C".
2.3 Reconstruction algorithms

Several approaches can be used to solve (2.5), of which the convex programming
formulation for inconsistent problems introduced in Section 2.2 was chosen because it

can incorporate the B-mode image information.



To achieve good reconstruction accuracy, prior knowledge of As must be used.

For example, the sound velocity in soft tissue and As are both bounded. Thus, the

sound velocity is assumed to be in [c,..C (where ¢, =1450m/s and

upper ]

Cypper = 1580 m/s  throughout the thesis), and this is a hard constraint (i.e., a constraint

that cannot be violated). Define

Croey = X ER™ 1 x, €[l —sprcihe — 5,1, 1< 1< MN, (2.12)

velocity upper

where s, is the assumed background slowness; then C i1s referred as a

velocity

property set since it is relevant to the prior knowledge. Note that C which

velocity *

contains the slowness distribution that satisfies the velocity constraints, is nonempty,

bounded, closed, and convex.
If L in (2.5) is expressed as Lz[l1 L, - lNA(NAH)/Z]T and At as

At = [Atl At, - Ay oy, /Z]T, in order to satisfy (2.5), the slowness distribution

As must belong to

Cy =X eR™:(x1) = At i =12, Ny (N, +1)/2, (2.13)

where each C,, is a closed and convex set in R (i.e., As must belong to
ﬂCA,, , the intersection of the C,, sets). Each C,, set in (2.13) is referred as a

data set since it is directly related to the known At,. ﬂC \, may be empty, and even

if it is nonempty, the points in the set may not lead to reasonable sound velocities.
Therefore, the C,, that contains all the slowness distributions that satisfy Az, is a
soft-constraint set. The slowness distribution As does not have to match all

time-of-flight data. In other words, violation is allowed. Nonetheless, the distribution

must minimize the total errors.



A slowness distribution xe C

velocity

minimizing the cost function (i.e., the total

amount of violation of the time-of-flight data)

Np(Ny+1)/2

D> wd*(x,Cy,), (2.14)

. 1
Do (x)= E =

Ny (N, +1)/2
where w, €(0,1] for all ie{l,Z,---,NA(NAJrl)/Z}, Zwl. =1, and d(x,CAt[) is

i=1

the distance between x and C,, , can be found by taking x as the limit of the

sequence {x,} (ie., limx,). x,€C is an initial slowness distribution, and
n—>0

velocity

Ny (No+1)/2

XVH—l :(1_/171 )Xn +/1”PCvcloci|y |:(1_7/)Xn +7/ ZWiPCAZi (Xn ):|9n 2 09 (215)

i=1

where A4, €[0,1] for all n>0, Zlﬂ (1- ln): o, ye(0,2], and P is the

n=0

projector onto C

velocity *

This algorithm is called Algorithm I. The parameters A, and

y determine the rate of convergence, and the weights w, reflect the relative
importance of the time-of-flight data. In each case in this thesis, all weights w, were
set to be the same (i.e., each time-of-flight is equally important), 4, =0.5 for all
n>0 [satisfying Zlﬂ (1-4,)=c],and y=1.

n=0

As is shown in Section 3.3, using only C as the hard-constraint set is not

velocity

sufficient to obtain an accurate sound velocity distribution; thus other constraints are
needed. A second method utilizing the B-mode image information is proposed.
Consider a B-mode image in which an object contains an ROI surrounded by the
background. Suppose that this ROI can be identified and segmented, then different
constraints can be imposed in the ROI and the background. In other words, the

following property set can be generated and used as another hard-constraint set:

10



xeR™:x, =x, =X, ,X, =X, ==X, ,
1 2 Ny 1 2 Ny .
if x, <x,
. 1 1
X, e[xb , X, llSlSNbr
C _ i | i (2 16)
image MN ’ '
xeR" 1x, =x, =--=x, ,x, =x,_=-=Xx,_,
1 2 Np 1 2 Nr .
otherwise
X, e[xr,xbl],l<zSNb

where [, = {bl,bz,---,bNb} is the background index set, I, = {I’i,l"z,"',l’Nr} is the ROI

index set, and [, = {brl,brz,---,brNhr} is the boundary index set. (2.16) means that all

the slowness values in the background must be the same, and all the slowness values
in the ROI must also be the same. In addition, each slowness value at the boundary
must be between that of the background and that of the ROI. Note that no specific

slowness value has been set in any region at this point. Also note that C. which

image ?

contains all the slowness distributions that satisfy the constraint derived from the

B-mode image, is also closed and convex. The C, can be similarly generated

image

when the object contains more ROIs. A slowness distribution x e C, ., C

image
minimizing ®%,:(x) can be found by taking x as the limit of the sequence {xn}

(i.e., }%Lngo X,). Xy € Cioy [1Cipge 18 an initial slowness distribution, and

Ny (Ny+1)/2
X, = (1 -1, )xn + ﬂnPCmync_ {(1 X, +y Z wl.PCM (xn )} n>0. (2.17)

image
i=1

This algorithm is called Algorithm II, which differs from Algorithm I only in the

projector outside the brackets (i.e., the slowness distribution must be in the

hard-constraint set C, in addition to being in C

image velocity

in Algorithm II). The

critical issue of the proposed method is the incorporation of C, which is shown in

image °

Section 3.4 to be crucial to the quality of the reconstructed sound velocity

distribution.

A sound velocity distribution ¢=[¢, ¢, - ¢, and a slowness

11



distribution As=[As1 As, - ASMN]T are related as follows:

¢, =(s,+As,) ", 1=12,--,MN . (2.18)

12



Chapter 3 Numerical results—sound velocity

In this chapter, simulations were performed to test the efficacy of the proposed
technique. All the raw data generated in this chapter were noise free. However, the
effects of wave propagation such as refraction and diffraction were included in the
simulated data. The B-mode images were simulated using a k-space method [33], and
the time-of-flight data were generated using the series solution to the scattering of a
plane wave incident on a fluid cylinder [34]. These data were used to test Algorithm I

and Algorithm II introduced in Section 2.3.
3.1 B-mode image generation

All B-mode images in this chapter were generated with a k-space method
proposed by Tabei et al. [33]. This method solves the coupled first-order linear
acoustic propagation equations for a fluid medium and allows inclusion of relaxation
absorption and perfectly matched layers. It enables accurate calculation of scattering
in soft tissues, and therefore simulated speckle images can be formed. Furthermore,
diffraction, refraction, and scattering in an inhomogeneous medium are all accounted

for. A brief description of the k-space method is included below.

The coupled first-order linear acoustic propagation equations for a
two-dimensional fluid medium with perfectly matched layers and relaxation

absorption [35] are

p(r)(a D o, r)j= P, (3.1)
ou,,(r,1) _ 0p(r,1)

P(F)( Py +oa, (ru,(r, )j —8y , (3.2)

K(I‘,t)@(apx(r’t) +ax(r)px(r,t)]:—w, (3.3)
ot ox

K(r,t)@(ap a(z )+a (®)p,(r, t)] M, (3.4)

13



where r=(x,y) is the Cartesian coordinate, (u,u, ) 1is the acoustic particle
velocity fluctuation, p(r,t)=p (r,t)+ p,(r,f) is the acoustic pressure fluctuation,

p(r) is the density of the medium, « (r) and « (r) are dispersionless absorption

parameters employed only within the perfectly matched layers, the ® operator
denotes temporal convolution, and x(r,?) is the generalized compressibility defined

as

K(r,0) = & (1)5(f) + i%(:))exp[— t/z,0H@), (3.5)

q

where Km(r):l/[p(r)ci(r)], cw(r):}imc(r, f ) is the sound velocity of the
medium when the temporal frequency f approaches infinity, 7z, (r) is the

relaxation time for the g th relaxation process, &, (r) is the relaxation modulus for

the ¢ th order relaxation process, o(¢) is the Dirac delta function, and H(¢) is the

Heaviside step function. By introducing state variables

exp[— t/rq (r)]

Q) =
Sq (r,1) —( z, (r)

H (t)] ® p,(r,1), (3.6)

where (-) denotes x or y, (3.1)«(3.4) can be solved by a temporal iteration

scheme. The discrete field equations are

A
ux(l‘l,t+):€7a‘(r‘w/2 87QX(rI)At/2ux(rl,t_)_ ! 3P(Al‘,f) ’ (3.7)
p(rl) a(co 0 X
—-a,(r —a,, (T — A )
(o) = ¢ Iy (g, gy - BP0 | (3.8)
,0(1'2) 5(60 " y

14



px(l',t-i-At) =€_#x(r)At/2|:€_yX(r)At/2 (r )_ ( )

(3.9)
{2 Sumsien)|

0= ()

_— (3.10)
( g(%m) Zvy(r)Sy(rt )H

», (r,¢ + Af) = eyy(r)m/z|:e,Jy(r)m/z (,

x + —At/|27,(r I T, (r P (r t)
srrrt)y = e B 0] gt brolgr e oy 7 2ABD 3.11)
i 7,(r)
—At/|27, (r I —At/|27,(r — Vv rat
52 (7 = e B Bl oy 2B ] (3.12)
I 7,(r)
where At is the temporal increment at each iteration, ¢ =¢+At/2, t =t—At/2,
r=(x+Ax/2,y), r,=(x,y+Ay/2),

Ax and Ay are the spatial sampling
intervals inthe x and y directions, respectively,

| Lk, ()
'u(')(r) = K, (r) qz_; Tq (r) + a(~)(r) )

(3.13)
V;')(l‘) = Kq_(r) —K, (r)a(_)(r) > (3. 14)
z,(r)
and
sfj (Ar,)’f) =F'{jk_exp(jk,Ax/2)sinc(c,Atk /27)F[p(r,0)]}, (3.15)
" x
sfz(A—f)’f) =F {]ky exp(jk,Ay/2)sin c(c, At 1 270)F [ p(r,0)]} (3.16)
Y
ag(c(omt L) _ gtk exp(—jk, Ax/2)sinc(e, Ak 200, (6.9, (3.17)
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ou, (1,1
a(CoA’)iy

F*{jk, exp(—jk, Ay 2)sin c(c,Atk / 27)F[u, (v}, (3.18)

where F and F™' represent the spatial Fourier transform and inverse Fourier
transform, respectively, k =(k,,k,) is the wave vector, k=,/kf +kf, , and ¢, 18

the ¢, value of the background.

All simulation data were generated under MATLAB (Mathworks, Natick, MA).
The FFTW routine was also adopted [36] for the fast Fourier transform in order to
make the k-space method more computationally efficient. The hardware platform was
a personal computer with a 2.4 GHz Pentium 4 CPU and a total RAM of 1.5 gigabytes.

Obtaining a complete channel data set {ei/(t)},lﬁi, j<N,, requires N, firings,

which in general is very time consuming. In order to reduce the computation time,
only eight firings are used per image, with all channels receiving to generate a
B-mode image using a synthetic aperture approach. It took about one day to generate

the required data for each case.
3.2 Generation of the time-of-flight data

The simulation time can be reduced by generating the time-of-flight data without
simulating the channel data. In this case, the time-consuming k-space method is
replaced by the series solution to the scattering of a plane wave incident on a fluid
cylinder [34]. The details of this method are provided below.

With reference to Fig. 3.1(a), consider the following problem: An acoustic wave
w(x,y;t) propagates along the + y direction in a linear fluid medium that has
background physical parameters (po,co( f )) —where p is the density, ¢ is the
sound velocity, and f is the temporal frequency—and contains a cylinder with
physical parameters (pl,cl( f )), radius a, and centered at (xl, yl). Assuming that
attenuation can be ignored and that w(x,0;¢) is known, find w(x,y,;?).

Because the medium is linear, the above problem is equivalent to the following:
find W(x,y,;f) assuming that W(x,0;f) is known, where W(x,0;f) and
W(x,y,;f) are the temporal Fourier transforms of w(x,0;¢) and w(x,y,;t),
respectively. It has been shown that if W(x,y; f) represents an incident plane wave,
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then there exists an exact series solution for W(x,y,; f) [34].

w(x, y;1)
l (x, 1)
+
Y pl’cl a
IOOJCO y :y2
(a)

Transducer i, g(¢) Transdulcer J, et

............. | S WU I
(x, ) (x,0)
placl a pl’cl a
..... A e N Po>o y=7,
Transducer j receives e;(f) Metal Plate
(b) ()
Transducier i, g(f) Translducer J Transduc.er i, g(1)
y= O M el_] (t) + el_im (t) M y= O
(%, 1) (x, 1) Step 1
jone a P16 a
Po>Co Yy=X, Po>Co V=0
Po>Co P>
(x,2y, = ») (x1,2y, = »)
\ Step 2
P16 a Pi>C a
y=2y, Transducer jimage, ¥ =2,

Transducer iimage, &()

(d)

Fig. 3.1. Illustration of time-of-flight data generation (see text for details).

Let the angular spectrum of W (x,0; /) be VIN/(kX;O,f) [37], 1.e.,
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W(x,0; f) = i.[ﬁ/(kx 0, f exp(jk x)dk, . (3.19)

Except for those complex-exponential functions exp(jk x) with

kx

>27f 1e,(f),

which represent evanescent waves, each exp(jk x) represents a plane wave

propagating with the wave vector (kx,\/ Qaflc,(f)) —k: ) Thus

L p2aie) =,
Wy =] Wk, fdk, (3.20)

where VIN/'(kx;x, Voo f ) is the series solution corresponding to the term

W (k,;0, f)exp(jk,x).

For the configuration in Fig. 3.1(b), the method for calculating the signal, ¢,(¢),

received by transducer ; in the lower array when transducer i in the upper array

transmits a short pulse g(¢#) can be obtained based on the above discussion. To treat

the case shown in Fig. 3.1(c), let the metal plate have physical parameters
(p,.c,(f)) and assume that p, >> p, and c, (f)>>c,(f) so that the method of

images can be adopted. If the plate is sufficiently thick such that the echoes from its

upper and lower surfaces are well separated, then the plate can be treated as infinitely

thick and ¢,(z) in Fig. 3.1(c) is equal to ¢;(?) + € (t) in Fig. 3.1(d). Furthermore,

e,(t) inFig. 3.1(d) is negligible around #=¢; in Fig.3.1(c) [¢; is the time-of-flight
and is the time needed for g(¢) to travel from transducer i to the metal plate, then

to transducer ; in Fig. 3.1(c)]. That is, when only 7, is of interest, there is no need
to calculate ¢,(¢) since e¢,(f) can at most contain scattered waves relevant to
transducer i around 7, and thus neglecting transducer i does not alter the
estimate of 7, . Therefore, to obtain 7, one only needs to consider the configuration

in Fig. 3.1(e). Note that ¢, (f)=e¢ (). Obtaining e, (¢) around 7, is a
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two-step process: the wave first propagates from plane y=0 to plane y=y,, and

then propagates from plane y =y, to plane y=2y,. This method can still be

applied when the object contains more cylinders with a circular cross section.

Note that there are limitations associated with this approach: relaxation
absorption cannot be fully taken into consideration, and the medium can contain only
cylindrical targets with a circular cross section. Nonetheless, a case (which is the
same as the 1x case in Section 3.3 except for the absence of relaxation absorption)
was used for verification. The results show that the differences in time-of-flight

between this method and the k-space method can be ignored.

3.3 Reconstruction without the B-mode image: Algorithm

I

Conventional ultrasonic transmission tomography acquires complete projection
data over an angular range of 180° [22], so that the reconstruction quality will be
degraded if the data set does not span the full 180°. The more data are missing, the

poorer the resulting reconstruction quality becomes [38]-[40].

Limited-angle transmission tomography using linear arrays does not provide a
complete data set. As shown in Fig. 3.2(a), the incidence and reflection angles are
both equal to €. Collecting all the time-of-flight data with an angle of incidence of
0 in Fig. 3.2(a) 1s effectively equal to inspecting the object at angle 6 and angle

— ¢ simultaneously in conventional transmission tomography, as shown in Fig.
3.2(b). To have a complete data set, the maximal available &, denoted by &__, has

to be 90°. This is impossible with a linear array. Assume that the array has N,
transducers, a pitch of p,, and a distance between the array and the metal plate of

D, , then it can be easily shown that

-1
emax = tan_l |:(NA2D )pA :| . (321)
A

A typical 6, 1s 26.6° with D, =35mm and (NA—l)pA =35mm. Note

that the data at 6, are not complete since only one time-of-flight can be collected

at this angle. Also note that (N, —1)p, is close to the array width N, p,. Thus, in
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limited-angle transmission tomography, obtaining a large 6 _, is only possible with

a large linear array, and hence the effect of the array size on reconstruction accuracy
needs to be evaluated.

Linear Array

Metal Plate

(a)

Transmit Array

Receive Array
(b)

Fig. 3.2. (a) Collecting all the time-of-flight data with the angle of incidence of & is equivalent to (b)
inspecting the object at angle ¢ and angle —¢ simultaneously in conventional transmission
tomography.

Consider the configuration shown in Fig. 3.2(a). The image object consists of a
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background of glandular material with a cylinder of fat with a radius of 4 mm at its
center. The corresponding parameters of the different materials are listed in Table 3.1
[12], [19]. Each array channel has a Gaussian frequency response with a center
frequency of 5 MHz and a two-way —12dB fractional bandwidth of 0.6. All array
elements are assumed to be a line source. The pitch is p, =0.45mm and the

distance is D =35mm. Sound velocity distributions were reconstructed in three
cases corresponding to N, values of 312 (4x), 156(2x) and 78(1x).

Table 3.1. Parameters used in Fig. 3.2(a).

Material Sound Density Absorption 3 7, =20ns 7, =200 ns

velocity ¢, 0 atSMHz  (x,/x,)x10° (x,/x,)x10
mis)  (gem®)  (dB/em)
Glandular 1521 1.05 5.68 10.76 10.34
Fat 1471 0.94 2.68 491 4.72
Tumor 1549 1.12 7.39 14.27 13.71

¢, =lime(f)- At /=5 MHz the sound velocities are 1515.0 m/s, 1468.3 m/s, and 1542.7 m/s in
fo»

glandular tissue, fat, and tumor, respectively.

The time-of-flight data were first generated using the method described in

Section 3.2. The attenuation resulting from relaxation absorption was neglected but
the dependency of sound velocity ¢ on frequency f, also resulting from relaxation

absorption, was taken into account by the following equation [35]:

K‘]
/)= \/7 1+47z272f
2, 2nk,T Jz 2

" [K +Zl+47r2r2f J +[Z‘1+4n2r2f

5, (322)

where p is the density of the medium, x, =1/pc’, ¢, is the sound velocity of

00

the medium when the temporal frequency [ approaches infinity, 7, is the

relaxation time for the g th order relaxation process, and «x, is the relaxation

modulus for the ¢gth order relaxation process. Fig. 3.3(a) shows all the receive

envelope data when the 39th channel was used on transmit in the 1x case with

geometrical delays compensated. The corresponding time-of-flight was extracted from
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the envelope based on the center of gravity of the square of the envelope (i.e., the
center of gravity with the square of the envelope as its density distribution function)
around the peak. Note that the cylinder of fat introduced both time-of-flight errors and
waveform distortion. The presence of severe waveform distortion will make it

difficult to determine a reliable time-of-flight, and thus this signal should be dropped.

In this chapter, all cases followed the rule below except for the 4x case. Let E|
denote the energy of the signal around the time-of-flight #; received by channel ;

when channel i is transmitted. Then 7, (and A, ) is dropped if

Envelopes of Received Signal

@

=

=

g 1

0.5

g

5 0L -

£ 80 15

o .

2 60

) 0
20 05
Channel Index 0 A Time (us)
(a)

Geometrically Compensated Time-of-Flight Data Removed Combinations

4]
o
[=]

10.6

70
104

60
0.2
0 L

4
30

(]
(=]

-0.2

Receive Channel
Receive Channel
-9

(1]
(=]

20
-0.4
10 10
-0.6 N
20 40 60 ?us) 20 40 60
Transmit Channel Transmit Channel
(b) (c)

Fig. 3.3. (a) The envelopes of the received signals when the 39th channel is transmitted in the 1x case.
Geometrical delays have been compensated. The attenuation resulting from relaxation absorption was
neglected but the dependency of sound velocity ¢ on frequency f, also resulting from relaxation

absorption, was taken into account. (b) The geometrically compensated time-of-flight data in the 1x

case. Note that all the removed A7, data values are replaced by 0. (c) White at position (j, j) means

that the associated At, was removed.
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13
E,<025—>E,. (3.23)

A g=1

In the 4x case, the ¢, data were inspected manually when

1<i<70,243< <312, or 243<i<312,1<,;<70, because their corresponding

envelopes were not severely distorted despite the energy being low. The geometrically

compensated time-of-flight data in the 1x case are shown in Fig. 3.3(b). Note that all

the removed A7, data values were replaced by 0. The removed transmit/receive
combinations are shown in Fig. 3.3(c) in white.

After the time-of-flight data were obtained, sound velocity distributions in the

central 35-mm width were reconstructed using Algorithm I (Fig. 3.4). Here, the
sampling intervals Ax, and Ay, of the sound velocity distribution in the x and y

directions were both 1 mm. The other parameters were ¢ . =1450m/s and

C,.... =1580m/s. Fig. 3.4(a) and (b), Fig. 3.4(c) and (d), and Fig. 3.4(e) and (f)

upper

display the results for 4x, 2x, and 1x, respectively. The reconstructed sound
velocity distribution is shown in the left panels over a range from 1450 m/s to 1580
m/s, and the sound velocity error is shown in the right panels over a range from 0 m/s
to 65 m/s. The sound velocity error is defined as the absolute value of the difference
between the reconstructed sound velocity and the true sound velocity at 5 MHz (i.e.,
the transmit center frequency). It is obvious that with a larger array the sound velocity

distribution can be reconstructed more accurately. To quantify the accuracy, define

1
A= ~ > le@n.n) ¢l (3.24)

fat (m,n)el;

where c(m,n) is the reconstructed sound velocity, c; .. =1468.3m/s is the true

sound velocity at 5 MHz in the fat region, /, is the index set containing all
coordinates (m,n) of a rectangle locating entirely in the fat region, and N, 1is the

number of elements in /.. A smaller |Ac| indicates higher accuracy. The |Ac|

values in the 4x, 2x,and 1x cases were 11.8, 19.9, and 28.5 m/s, respectively.
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Fig. 3.4. (a), (c), (e) Sound velocity distributions in the central 35-mm width in the 4x, 2x,and 1x
cases, respectively. (b), (d), (f) Reconstruction errors in the central 35-mm width in the 4x, 2x, and
1x cases, respectively. Algorithm I was employed; therefore, no B-mode image information was used.
Note that absolute values of the errors are displayed. Also note that these results using Algorithm I are

inferior to those of Algorithm II, as shown in the following figures.

The 4x case outperformed the 2x and 1x cases, but the array used in that
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case is too large (N, p, =140.4 mm ) and may not be clinically useful. On the other

hand, the value of 6, in the 4x case is only 63.4°. In other words, the

time-of-flight data for the 4x case is far from a complete data set. Therefore,
increasing the array size to enhance the quality of sound velocity distribution is

impractical in limited-angle transmission tomography.

3.4 Reconstruction with the B-mode image information:

Algorithm II

With only the time-of-flight data and the general constraints on the sound
velocity, Section 3.3 shows that the accuracy of the sound velocity estimation is
insufficient. This subsection uses Algorithm II, introduced in Section 2.3, in order to
improve this. In this case, constraints are derived from the B-mode image and these
are incorporated in the algorithm. The time-of-flight data were generated in the same

way as described in Section 3.3.

Consider again the configuration shown in Fig. 3.2(a). In all cases shown below
an array with N, =234 and p, =0.15mm (giving an array width of

N,p, =35.1mm) was used. When generating the time-of-flight data, only every

third channel both on transmit and receive in the array was used. The distance D,

between the array and the metal plate was 35 mm. The other parameters were

=1450m/s, ¢, .. =1580m/s, Ax,=0.5mm,and Ay, =0.5mm.

clower upper

The k-space method introduced in Section 3.1 was employed to generate all the
B-mode images in this chapter. The pixel sizes used in the k-space method and the
B-mode images are both 0.04 mm by 0.04 mm. Random perturbations to densities in
different regions were introduced to produce speckle images since they can introduce
acoustic impedance mismatches and therefore cause scattering. Spatial compounding
[41] was then applied to reduce the speckle intensity variations before segmentation
was subsequently applied. To reduce the computation time, only eight channels
(channels 27, 53, 79, 105, 130, 156, 182, and 208) were used on transmit, and only

receive channels with ;j values obeying | j—i|£26 were used on receive when

channel i was fired. One subimage per transmit was reconstructed, and all eight
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subimages were compounded into a single image. To further reduce the speckle noise,
the compound B-mode image was low-pass filtered using a two-dimensional Gaussian
filter with a 1/e cutoff at 0.152 mm to generate the final B-mode image. Once the

filtered B-mode image was obtained, a single threshold was applied for segmentation.

Image Object Filtered Compounded B-mode Image
0

5

-
(=]

E E
E E
S £15
3 3 9
o a 20 B ™
g g
2 225
30
-10 0 10 35 -10 0 10
Lateral Position (mm) Lateral Position (mm)
(a) (b)
Segmented Fat Region Extracted Boundary

Axial Position (mm)
Axial Position (mm)

-10 0 10 -10 0 10
Lateral Position (mm) Lateral Position (mm)
(c) (d)

Fig. 3.5. (a) Image object comprising a background of glandular material with a cylinder of fat with a
radius of 4 mm at its center. (b) B-mode image displayed with a 30-dB dynamic range. (c¢) Segmented
fat region. (d) Boundary between the fat region and the background derived from the segmented fat

region.

An object shown in Fig. 3.5(a) was considered first. It comprised a background
of glandular material with a cylinder of fat with a radius of 4 mm at its center. The
random perturbations added to the densities were 0.5% and 2.5%
(root-mean-squared amplitude) for the cylinder and the background, respectively. The
corresponding B-mode image is shown in Fig. 3.5(b). After applying a threshold to
the processed B-mode image, the fat region was extracted as shown in Fig. 3.5(c). The
boundary between the fat region and the background was directly derived from the

segmented fat region by morphological dilation [42] (according to the disparity
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between the segmented fat region and its dilated version) as shown in Fig. 3.5(d).
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Fig. 3.6. Reconstructed sound velocity distributions and reconstruction errors. (a) and (b) Case i
e = 1468.3m/s, and Cpe = 1515.0m/s ). (¢) and (d) Case ii (cylinder

=1468.3m/s, and Cpe = 1515.0m/s ). (e) and (f) Case iii (cylinder radius =

(cylinder radius = 4 mm, ¢
radius = 2 mm, ¢
c,true

6 mm, ¢ =14683m/s, and ¢, =1515.0m/s). Algorithm II was employed and hence the

B-mode segmentation information was used. The simulation parameters are also listed in Table 3.2.
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The reconstructed sound velocity distribution and the image of sound velocity
error are shown in Fig. 3.6(a) and (b), respectively. This example is referred to as

Case 1 in Table 3.2. The reconstructed sound velocity in the segmented fat region

(c ) is 1465.7 m/s, which is only 2.6 m/s slower than the true sound velocity of fat

c,recon

at 5 MHz (c_,.. =1468.3m/s). Moreover, the reconstructed sound velocity in the

c,true

background region, ¢, ..., 1S the same as the true sound velocity of glandular

material at 5 MHz (¢, . =1515.0 m/s). Note that the subscripts ¢ and b here stand for

cylinder and background, respectively. Objects with different geometries and acoustic
parameters were also evaluated. The parameters are summarized in Table 3.2 and the
reconstructed results are shown in Fig. 3.6-Fig. 3.8 using Case i as the reference. In
Fig. 3.6, effects of the size of the cylinder on the reconstruction accuracy are shown.
In Fig. 3.7, the results correspond to different sound velocity in the cylinder. In Fig.
3.8, effects of the position of the cylinder in the axial dimension are demonstrated.

Define errors as

Ac(-) = C(»),recon - C(»),true > (325)

where () denotes b or c. In all cases, the errors in the background region were

almost zero. However, the errors in the fat region were more significant. Also note
that in all cases, larger errors occurred at boundaries. Fig. 3.6(a) and (b), Fig. 3.6(c)
and (d), and Fig. 3.6(e) and (f) show the estimation results corresponding to cylinders
with radii of 4 mm, 2 mm, and 6 mm, respectively. The left panels [Fig. 3.6(a), (c),

and (e)] are the sound velocity distributions and the right panels [Fig. 3.6(b), (d), and
()] are the sound velocity errors. The Ac, values are —2.6 m/s, —0.1 m/s, and —1.4

m/s, respectively, and those of Ac, are 0.0 m/s, 0.1 m/s, and 0.0 m/s, respectively.
Fig. 3.7(a) and (b), Fig. 3.7(c) and (d), Fig. 3.7(e) and (f), and Fig. 3.7(g) and (h)

show the sound velocity distributions and sound velocity errors corresponding to

cylinders with sound velocities (c,,..) of 1468.3 m/s, 1493.2 m/s, 1505.8 m/s, and

c,true

1568.0 m/s, respectively. The Ac, values are —2.6 m/s, —2.8 m/s, —2.5 m/s, and 2.0
m/s, respectively, and those of Ac, are 0.0 m/s, 0.0 m/s, 0.0 m/s, and 0.1 m/s,

respectively. Fig. 3.8(a) and (b), Fig. 3.8(c) and (d), and Fig. 3.8(e) and (f) show the

sound velocity distributions and sound velocity errors corresponding to cylinders at
different positions (center, upper, and lower, respectively). The Ac, values are —2.6
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m/s, —1.2 m/s, and —2.2 m/s, respectively, and those of Ac, are all zero.
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Fig. 3.7. Reconstructed sound velocity distributions and reconstruction errors. (a) and (b) Case i
e = 1468.3m/s, and Cpe = 1515.0m/s ). (c) and (d) Case iv (cylinder
e = 1493.2 /s, and Cpme = 1515.0m/s ). (e) and (f) Case v (cylinder radius =
=1505.8m/s, and ¢, =1515.0m/s). (g) and (h) Case vi (cylinder radius = 4 mm,

(cylinder radius = 4 mm, ¢
radius = 4 mm, ¢
4 mm, cc,tme

Come =1568.0m/s ,and ¢, =1515.0m/s ). The simulation parameters are also listed in Table 3.2.
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Fig. 3.7. (Continued.)

Table 3.2. Parameters used in the cases shown in Fig. 3.6-Fig. 3.8 and the estimation results in

simulations.
Ce true Cyhrllder Ac, Ac.  Ac, Ac, ) o
Case radius Cylinder position
(m/s) (mm) (m/s) (m/s) (m/s) (m/s)
1 1468.3 4 -2.6 1.5 0.0 0.1 Center
i 1468.3 2 -0.1 5.8 0.1 0.1 Center
i 1468.3 6 -14 04 00 0.0 Center
1 1468.3 4 -2.6 1.5 0.0 0.1 Center
iv  1493.2 4 -2.8 -0.1 00 0.0 Center
v 1505.8 4 25 -13 00 0.0 Center
vi 1568.0 4 20 56 0.1 0.0 Center
i 1468.3 4 -2.6 1.5 0.0 0.1 Center
vii  1468.3 4 -1.2 1.9 0.0 0.1 5.5 mm above the center
viit  1468.3 4 22 13 0.0 0.0 5.5 mm below the center

Ac, and Ac, were obtained with the boundary derived from the B-mode images. Ac, and Ac,
were obtained with the boundary set to perfectly match the original boundary. ¢, =1515.0m/s in

all cases.
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Fig. 3.8. Reconstructed sound velocity distributions and reconstruction errors. (a) and (b) Case i (the

cylinder is at the center). (c) and (d) Case vii (the cylinder is at an upper position). (e) and (f) Case viii

(the cylinder is at a lower position). In all cases cylinder radius = 4 mm, ¢ =1468.3m/s, and

Cp e = 1515.0m/s . The simulation parameters are also listed in Table 3.2.
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Fig. 3.9. (a) Image object comprising a background of glandular material (¢,  =1521m/s,

[
o

p, =1.05g/cm’, and B =568dB/cm at 5 MHz) with three cylinders of the same radius of 4 mm
(cc’l,w =149% m/s, p., =0.94 g/cm3 and B, =2.68dB/cm at 5 MHz in the upper-left cylinder,
Cor =1549m/s, p., =1.12 g/cm3 and B., =7.39dB/cm at 5 MHz in the upper-right cylinder, and
Cor =1471m/s, p , =0.94 g/cm’ and B.;=2.68dB/cm at 5 MHz in the lower cylinder.). (b)
B-mode image displayed with a 30-dB dynamic range. (c) Segmented regions. (d) Boundaries between
the three cylinders and the background. (e) Reconstructed sound velocity distribution. (f) Sound

velocity reconstruction error.
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All the above cases considered only a single target in the object. A more
complicated object comprising a background of glandular material with three
cylinders, all with a radius of 4 mm, was also used to test Algorithm II. The geometry
of the object is shown in Fig. 3.9(a). The first cylinder, located in the upper-left corner,

was assigned the physical parameters of fat except for the sound velocity, which was

setto ¢, =1496 m/s, where the subscripts ¢ and 1 denote the first cylinder, and the

subscript o indicates an infinitely high frequency. The second cylinder, located in
the upper-right corner, was assigned the parameters of a tumor, and the third cylinder,
located in the lower region, was assigned those of fat. All parameters are listed in
Table 3.1. The random perturbations added to the densities of the first, second, and
third cylinder and the background were 0.5% , 0.5% , 0.89% , and 2.5%
(root-mean-squared amplitude), respectively. The B-mode image is shown in Fig.
3.9(b). Fig. 3.9(c) shows the segmentation result after a —14 dB (with respect to the

maximal intensity) threshold is applied. In this case, several smaller regions randomly
distributed in the background were also present. For each pixel of a size of Ax, -Ay,,

if the above-threshold area is lower than 0.96-Ax, -Ay,, then this pixel will be
regarded as being outside the ROI. That is, an area ratio threshold of 0.96 was applied

to the segmentation results shown in Fig. 3.9(c) before morphological dilation was
applied. Therefore, these small regions were automatically removed during boundary
extraction due to their smaller size; the boundaries are shown in Fig. 3.9(d). Note that
removal of the smaller regions depends on the sampling intervals (Ax, and Ay,), and
additional image processing techniques may be applied to improve boundary

detection. The reconstructed sound velocity distribution is shown in Fig. 3.9(e) and
the reconstruction error is shown in Fig. 3.9(f). In this case, Ac, =0.3m/s,

Ac,,=-32m/s, Ac,,=12m/s,and Ac ;=0.4m/s.

3.5 Discussion

3.5.1 Accuracy of sound velocity reconstruction

The derivation of (2.5) assumed straight-line propagation, whereas the
time-of-flight data were generated with the effects of refraction. Nonetheless, sound
velocity reconstruction generally still was accurate due to the use of hard constraints
derived from the B-mode image. Besides, the time-of-flight was only used to derive
soft constraints that were allowed to be violated, which reduced the impact of
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refraction.

Note that the segmentation method employed in this chapter produced a detected
area smaller than the original area. The accuracy of boundary extraction also affects
the reconstruction results. All of the eight cases described in Section 3.4 were

repeated using the true boundaries instead of boundaries derived from the segmented

B-mode images. The results are denoted as Ac, and Ac,, and are also listed in Table

3.2. In general, the reduction in the detected area has a bigger impact on smaller
targets since the relative error of detected area (error of area over true area) is larger
for smaller targets and a larger relative error of detected area will result in a larger

sound velocity estimation error. Fig. 4.9 in Section 4.5 supports this point.

Large reconstruction errors occurred at the boundary, which is primarily due to
refraction effects being much more significant there. Thus, either a significant portion
of the time-of-flight data is discarded [as shown in Fig. 3.3(c)], or the remaining
time-of-flight data have larger errors. Nonetheless, note that the “true” sound velocity
at the boundary is not very meaningful because a sharp discontinuity in sound

velocity is not expected in soft tissue.

3.5.2 Effect of pitch on sound velocity reconstruction

In the above simulations, only every third channel was used to obtain the
time-of-flight data in order to save computation time. The effect of the number of
channels on the accuracy of the reconstructed sound velocity was assessed, and the
results are summarized in Table 3.3. The spatial sampling interval of the sound
velocity distribution in the x and y directions were both 0.5 mm in all cases. The
results show that the reconstruction accuracy does not necessarily improve when more
channels are used. In fact, good accuracy was achieved even when using only 12
channels with an effective pitch of 3 mm, which is much larger than the spatial

sampling interval of the sound velocity distribution.

The reason for the relative insensitivity of the accuracy to the pitch is that the
time-of-flight constraints were only soft constraints and that there may be
inconsistencies among them. Although more soft constraints may make the solution
more reliable, the degree of inconsistency will not necessarily decrease as the number
of soft constraints increases. Therefore, more time-of-flight data do not necessarily
lead to a more accurate solution. However, these observations may be attributable to
the objects under consideration having a simple geometry, and hence more studies are
needed to better understand the performance of the algorithm with complex structures
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and the application of time-of-flight constraints.

In Section 3.3, a pitch of p, =0.45mm was used in the simulations for testing

Algorithm I in order to reduce the computation time for the 4x case. The
reconstruction results shown in Table 3.3 support the conclusion that Algorithm II

outperforms Algorithm 1.

Table 3.3. Relation between reconstruction accuracy and effective pitch.

Effective pitch Total number of Acincylinder  Ac in glandular

over 0.15 mm channels (m/s) material (m/s)
1 234 2.6 0.0
2 117 2.6 0.0
3 78 2.6 0.0
4 59 2.6 0.0
5 47 2.7 0.0
6 39 -2.8 0.0
7 34 2.2 0.0
8 30 2.6 0.0
10 24 -3.7 0.0
12 20 -2.5 0.0
15 16 -3.7 0.1
20 12 -0.2 0.0

The n value in the first column means that only every nth channel in the array was used; the effective
pitch was nx0.15 mm. Case i in Table 3.2 was evaluated. The spatial sampling intervals of sound

velocity distribution in the x and y directions were both 0.5 mm.

3.5.3 Miscellaneous issues

Accurate reconstruction of the sound velocity distribution would allow it to be
used to correct for waveform distortion resulting from sound velocity inhomogeneities
and therefore enhancement of the B-mode image quality. The results shown in this
chapter serve as a promising first step towards achieving this long-term research
objective. Section 6.1 discusses the efficacy of applying the sound velocity
distribution to correcting for the waveform distortions caused by sound velocity
inhomogeneities. Note that in addition to the sound velocity distribution being used to
correct for the waveform distortion, it can also be used as an independent image to

complement the B-mode image.

To acquire the time-of-flight data, only one channel transmits at each firing. In
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the simulations, no noise is added. In practice, however, the SNR may be insufficient
due to attenuation and thus affecting the accuracy of time-of-flight estimation. To
address this problem, coded excitation techniques [43] can be employed to increase
the transmitted power while maintaining good temporal resolution. Note that an SNR
enhancement of more than 20 dB is achievable because the code length is only limited
by the distance between the metal plate and the array when only one channel is fired.
Section 6.2 discusses the efficacy of applying coded excitation to collecting the
time-of-flight data.

Although circular objects were used throughout this chapter, there is no
fundamental restriction on the shape of ROI detectable by the proposed technique.

The circular shape was chosen only for computation simplicity.

3.6 Concluding remarks

Here we have evaluated a method for incorporating the segmentation information
of a B-mode image into the process of sound velocity reconstruction with
limited-angle transmission tomography by simulations. A k-space method was used to
simulate the B-mode images, and the series solution to the scattering of a plane wave
incident on a fluid cylinder was used to generate the required time-of-flight data.
Effects of wave propagation such as refraction and diffraction were included in the
generated data. Simulation results based on a 5-MHz linear array show that the sound
velocity error was generally 1-3 m/s, with a maximum of 5.8 m/s. The radius of the
object under investigation was 2—6 mm, and the reconstructed sound velocities are
accurate except at the boundaries. Thus, obtaining the sound velocity distribution is
feasible with current B-mode imaging setup using linear arrays in simulations.
Experiments were conducted in order to further evaluate the proposed technique in
Chapter 4.
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Chapter 4 Experimental results—sound

velocity

In this chapter, a custom-made phantom containing a variety of image objects
with differing physical properties was used to experimentally investigate the
performance of the approach proposed in Chapter 2 and evaluated by simulations in
Chapter 3.

4.1 Experimental setup and methods

A schematic of the experimental setup is shown in Fig. 4.1. The linear array
(L6/128, STI, State College, PA) has N, =128 channels, an element pitch p, of
0.3 mm, an elevation width of 5 mm, and an elevation focus of 25 mm. The array
channels have a center frequency of 5.57 MHz and a —6 dB bandwidth of 4.10 MHz.
A programmable digital array system (DiPhAS, Fraunhofer IBMT, Ingbert, Germany)
[44] capable of transmitting a short pulse from any selected channel is used to acquire
the channel data. All channel data were transferred from the array system to the
computer for storage and further processing via a digital I/O (input/output) card
(PCI-7300A, ADLINK, Taiwan County, Taiwan) on the computer. When channel i

transmits, all channels except for channel ; with | j —i| =64 can receive (channel

i and channel ;j with | j —i| =64 share the same multiplexer and thus cannot be

turned on simultaneously). That is, a channel data set {e” (t)}, 1<i,j<N,,|j— i| # 64,

can be collected by the array system. The transmitted pulse is a one-cycle square wave

with a duration of 0.2us, and all e,(¢#) were sampled at 40 MHz with a vertical

resolution of 12 bits. For each transmit/receive combination, data corresponding to 16
consecutive firings were averaged off-line to enhance the SNR. The cross sections of
the custom-made phantom (Dr. Ernest Madsen, Department of Medical Physics,
University of Wisconsin-Madison, WI) are shown in Fig. 4.2(a) and (b) (top and side

views, respectively). The corresponding parameters of the different materials
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(mimicking different tissues in the breast), which were supplied by Dr. Madsen, are
listed in Table 4.1. The nine cases listed in Table 4.2 were generated by moving the

array along the x-axis.

i El
Linear Array

Digital Array Y
System
® O6
i @@ OO -
Computer

Phantom

Fig. 4.1. Schematic of the data-acquisition setup.

Table 4.1. Parameters of the materials used in the phantom.

Material Sound velocity Density  Attenuation B-mode contrast
cat5MHzand p coefficient « at relative to glandular
22 C (m/s) (g/em®) 5 MHz (dB/cm) tissue (dB)

Glandular tissue 1522 1.03 2.74 —
Fat 1464 0.94 2.21 —-14
Cyst 1570 1.02 0.78 <14
High-attenuation 1547 1.10 7.36 —-12
tumor
Irregular tumor 1553 1.07 4.26 -10

Note that the materials are mimicked.
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(b)
Fig. 4.2. Cross sections of the phantom used in experiments. (a) Top view. (b) Side view. All the

dimensions are in millimeters.
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Table 4.2. Objects included in different cases and the estimation results in experiments.

Case ROI Sphere ROI position Acror  Acg
radius (m/s) (m/s)
(mm)

I Fat 2 Center 2.6 0.3
I Fat 4 Center 4.5 0.3
I Fat 6 Center 4.3 0.2
v Cyst 4 Center 3.9 0.3
V  High-attenuation tumor 4 Center 105 0.2
VI Irregular tumor N/A Center 1.5 09

VII Fat 4 6 mm above the center 4.9 0.6
VIII Fat 4 6 mm below the center 2.5 0.0
IX-1 Cyst 4 Upper-left corner 0.6 0.6
IX-2 High-attenuation tumor 4 Upper-right corner 9.5
IX-3 Fat 4 6 mm below the center 0.9

The material in the background was glandular tissue in all cases.

4.2 Extraction of time-of-flight data

To extract At (the time of flight after geometrical delay compensation), the

peak value e, of the envelope of e, (¢) around ¢,, (with a time window of 10ps)

was found, and then 7, (the time of flight) was set to be the time when the envelope
crossed %ep at the rising edge of the peak. The following two rules were applied to

remove the 7, associated with severely distorted e, (¢) around ¢, ,. First, 7, and

At; were ignored if

1 &
E;<0.15—>E, (4.1)

iq ?
A g=l1

where E; denotes the energy of the envelope of e, (¢) around 7,, with element

40



factor compensation. Element factors for all transmit/receive combinations were

estimated using a channel data set collected with only water between the array and the
metal plate. After the first step, Af, and Af, were found, where Az, (At) is a

time value such that 95% of the As; is smaller (larger) than it and the other is larger

(smaller) than it. Second, ¢, was dropped if

> 2(At, —At,). (4.2)

i

‘At A+ A

Envelopes of Received Signal

o)
-
3
g 1,
- 0.5
@
£ 9
€150 2
3 .
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Channel Index 0 ;2 Time (us)
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- k‘.
: - 04
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Receive Channel
Receive Channel
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Transmit Channel Transmit Channel

(b) (©)

Fig. 4.3. (a) Envelopes of the received signals when the 64th channel transmits in Case VIII.

20 40 60 80 100 120

Geometrical delays and element factors have been compensated. (b) The geometrically compensated

time-of-flight data. Note that all the removed and unavailable Aty data values are replaced by 0. (c) A

white pixel at position (i, /) means that the associated At value was removed or unavailable.

Fig. 4.3(a) shows all the receive envelope data around Af;, when the 64th channel

was used on transmit in Case VIII with the element factor compensated. The
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geometrically compensated time-of-flight data in Case VIII are shown in Fig. 4.3(b).

Note that all the removed and unavailable Az, data values are replaced by 0. The

removed and unavailable transmit/receive combinations are shown in Fig. 4.3(c) in
white, where the two vertical lines and the two horizontal lines were due to two dead

elements of the array. The two lines at 45° were due to the multiplexer setup.

4.3 Generation of Ciya4e

Spatial compounding [41] (with 5 subapertures all having 43 channels and
centered at channels 22, 43, 65, 86, and 107) was performed to generate B-mode
images with reduced speckle intensity variations. The pixel size was 0.038 mm (x-axis)
by 0.037 mm (y-axis). Dynamic focusing was performed and dynamic aperture size
was used with the lower limit of the F-number being 1 on both transmit and receive
when forming a subimage. The steering angle of all subapertures was limited to
within £45°. At each pixel, the signals of all contributing subapertures were
averaged. In Case I, the speckle SNR, defined as the mean pixel intensity over the
standard deviation of the pixel intensity, in the ROI was raised from 0.90 to 1.86 by
spatial compounding. To further reduce the speckle variations, the compound B-mode
image was low-pass filtered using a two-dimensional Gaussian filter with a 1/e
cutoff at 0.152 mm to generate the final B-mode image. Once the filtered B-mode
image was obtained, a single threshold was applied for segmentation and the regions

in the thresholded binary image with an area smaller than 7 mm’® were removed.

For most cases (Cases I-1V, VII, and VIII) the ROIs could be extracted
successfully by the above procedures, but morphological dilation and erosion [42]
(which were necessary for Cases V, VI, and IX) were applied to all cases after
thresholding in order to remove the holes in ROI candidates and make the boundaries

more regular. The morphological structuring element was disk shaped with a radius of
40 pixels for both dilation and erosion. The sampling intervals Ax, and Ay, of the

sound velocity distribution in the x and y directions were 0.55 mm and 0.53 mm,

respectively, which were different from those of the B-mode image. Therefore, after

finding the ROIs, the resultant binary images were resampled by applying an area
ratio threshold of 0.96. For each pixel of size Ax, -Ay, in the resampled binary image,

if the above-threshold area was lower than 0.96-Ax, -Ay , then this pixel was

regarded as being outside the ROI. The boundaries were derived from the resampled
ROIs by morphological dilation (according to the disparity between the ROIs and
42



their dilated versions), and with these boundaries C,

image

was generated using (2.16).
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Fig. 4.4. Evaluation of Case IX. The image object comprises a background of glandular material
(cg =1522m/s, p,=1.03g/em’, and ¢, =2.74 dB/cm ) with three spheres, all with a radius of 4 mm
(c. =1570m/s, p.=1.02g/cm’ and ¢.=0.78dB/cm in the upper-left cyst sphere; ¢, =1547 m/s,
pr=1.10g/cm’ and @, =7.36dB/cm in the upper-right high-attenuation tumor sphere; and
¢, =1464m/s, p,=0.94g/cm’, and @, =2.21dB/cm in the lower fat sphere). (a) Filtered compound
B-mode image displayed with a 30-dB dynamic range. (b) Segmented regions. (c) Binary image after
removing smaller regions. (d) ROIs extracted by dilation and erosion based on the binary image in (c).

(e) Boundaries between the three spheres and the background. (f) Reconstructed sound velocity

distribution.
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Fig. 4.4. (Continued).

Fig. 4.4(a)—(e) show the results corresponding to different steps using Case IX as
an example. The filtered compound B-mode image is displayed in Fig. 4.4(a) with a
30-dB dynamic range. Fig. 4.4(b) shows the segmentation result after a —16 dB
threshold (with respect to the maximum intensity) was applied. The binary image
after removing regions smaller than 7 mm® is shown in Fig. 4.4(c). Morphologically
dilating the ROI candidates and then eroding the resultant binary image extracted the
ROIs [see Fig. 4.4(d)]. Fig. 4.4(e) shows the extracted boundaries.

4.4 Reconstructed sound velocity images

The sound velocity images were reconstructed using Algorithm II introduced in
Section 2.3, using ¢, =1450m/s and ¢, =1580m/s. All the reconstruction
results are listed in Table 4.2. The reconstructed sound velocity distribution for Case
IX is shown in Fig. 4.4(f) over the range 1450 m/s to 1580 m/s. Define errors as

AC(') = Cyrecon ~ €, true 2 (43)

where (-) denotes F (fat), C (cyst), T (high-attenuation tumor), IT (irregular tumor),

G (glandular tissue), or ROL, ¢, . 1s the true sound velocity listed in Table 4.1, and

Cyrecon 18 the reconstructed sound velocity. In Case IX, Ac.=0.6m/s ,

Ac; =9.5m/s, Ac, =09m/s,and Ac; =0.6m/s.
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Fig. 4.5. Filtered compound B-mode images (displayed with a 30-dB dynamic range) and reconstructed
sound velocity distributions of objects containing fat spheres (¢, =1464m/s, p, =0.94 g/cm’, and
a; =2.21dB/cm) with different radii. (a) and (b): Case I (radius = 2 mm). (c) and (d): Case II

(radius = 4 mm). (e) and (f): Case III (radius = 6 mm).

45
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Fig. 4.6. Filtered compound B-mode images (displayed with a 30-dB dynamic range) and reconstructed
sound velocity distributions of objects containing spheres all with a radius of 4 mm but representing
different tissue types. (a) and (b): Case IV (cyst; c¢.=1570m/s , p.=1.02g/em’ , and
a. =0.78dB/cm). (c) and (d): Case II (fat; ¢, =1464m/s, p, =0.94g/cm’, and @, =2.21dB/cm).
(e) and (f): Case V (tumor; ¢, =1547m/s, p, =1.10g/cm’, and ¢, =7.36 dB/cm).
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Fig. 4.7. Filtered compound B-mode images (displayed with a 30-dB dynamic range) and reconstructed

sound velocity distributions of objects containing fat spheres (¢, =1464m/s, p, =0.94 g/cm’, and
a; =2.21dB/cm) all with a radius of 4 mm but at different positions. (a) and (b): Case VII (the sphere

is above the center). (c) and (d): Case II (the sphere is at the center). (¢) and (f): Case VIII (the sphere is

below the center).

The filtered compound B-mode images and reconstructed sound velocity images
for Cases [-VIII are shown in Fig. 4.5-Fig. 4.8. Fig. 4.5-Fig. 4.7 demonstrate the
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effects on the reconstruction accuracy of the size of the spherical objects, different
sound velocities in the objects, and the depth of the objects, respectively. In all cases
the errors in the background region are small. Fig. 4.5(a) and (b), Fig. 4.5(c) and (d),
and Fig. 4.5(e) and (f) show the estimation results corresponding to fat spheres with a
radius of 2 mm, 4 mm, and 6 mm, respectively. The left panels [Fig. 4.5(a), (c), and

(e)] are the filtered compound B-mode images, and the right panels [Fig. 4.5(b), (d),
and (f)] are the estimated sound velocity distributions. The Ac,,, values are 2.6 m/s,

4.5 m/s, and 4.3 m/s, respectively, and those of Ac; are 0.3 m/s, 0.3 m/s, and 0.2 m/s,
respectively. Fig. 4.6(a) and (b), Fig. 4.6(c) and (d), and Fig. 4.6(e) and (f) show the

filtered compound B-mode images and the sound velocity distributions corresponding
to spheres consisting of different tissues (cyst, fat, and tumor, respectively). The
Acgo, values are 3.9 m/s, 4.5 m/s, and 10.5 m/s, respectively, and those of Ac, are
0.3 m/s, 0.3 m/s, and —0.2 m/s, respectively. Fig. 4.7(a) and (b), Fig. 4.7(c) and (d),
and Fig. 4.7(e) and (f) show the filtered compound B-mode images and the sound

velocity distributions corresponding to fat spheres at different positions (upper, center,
and lower, respectively). The Ac,, values are 4.9 m/s, 4.5 m/s, and 2.5 m/s,

respectively, and those of Ac; are 0.6 m/s, 0.3 m/s, and 0.0 m/s, respectively. Finally,

Fig. 4.8(a) and (b) show the filtered compound B-mode image and the sound velocity
distribution for Case VI, respectively. In this case Ac,, =11.5m/s, Ac; =0.9m/s,

and the original sound velocity difference between the irregular tumor and the
glandular background is 31 m/s, as shown in Table 4.1. Fig. 4.8(b) exhibits large
errors in boundary extraction that affect the accuracy of sound velocity estimation.

Filtered Compound B-mode Image Sound Velocity Distribution
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Fig. 4.8. (a) Filtered compound B-mode image (displayed with a 30-dB dynamic range) and (b)

reconstructed sound velocity distribution of an object containing an irregular tumor. ¢, =1553m/s,

P =1.07g/cm’, and @, =4.26 dB/cm.
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4.5 Discussion

To evaluate the sensitivity of the sound velocity error to the area of the
segmented ROI, the ROIs in Case I and IIl were artificially changed and the
corresponding sound velocity distributions were then estimated. Every new ROI was
generated from the original ROI by adding pixels on the outer boundary or removing
pixels on the inner boundary. Ten different ROIs were randomly generated given a
total ROI area. Fig. 4.9(a) and (b) show the curves of mean sound velocity difference
(between the new estimated sound velocity and the original one in the ROI) versus
ROI area difference for Case I and IlII, respectively. The ROI area difference was
normalized with respect to the nominal area (i.e., 47 mm”> and 367 mm® for Case I
and III, respectively). Also shown in Fig. 4.9 are the error bars specifying + one
standard deviation. Note that the standard deviation corresponding to the zero ROI
area difference was zero since the ROI was fixed at this point and no randomly
generated ROIs were generated. It was found that the sound velocity difference is less
than +3 m/s when the ROI area difference is within £5% in these cases.

10

-5}

Sound Velocity Difference (mvs)
Sound Velocity Difference (mvs)
o

_10

130 -10 0 10 20 130 -10 0 10 20
ROI Area Difference (%) ROI Area Difference (%)
(a) (b)

Fig. 4.9. The curves of mean sound velocity difference (between the new estimated sound velocity and
the original one in the ROI) versus ROI area difference in percentage for (a) Case I and (b) Case III.
Ten different ROIs were randomly generated given an ROI area. The error bars specify + one standard
deviation. Note that the standard deviation corresponding to the zero ROI area difference was zero

since the ROI was fixed at this point and no randomly generated ROIs were generated.

The imaging setup shown in Fig. 1.1 treats image objects as two-dimensional.
Although the image objects in experiments were three-dimensional, generally good
sound velocity estimation accuracy was achieved. The reconstruction errors are larger

for the high-attenuation and irregular tumors. A new phantom is required in order to
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experimentally investigate whether or not the higher attenuations result in larger
errors. The large error in the boundary extraction for Case VI partially contributes to
the sound velocity estimation error in that case.

Transmit Channel Receive Channel Transmit Channel Receive Channel
Glandular Tissue Glandular Tissue
Metal Plate Metal Plate
(a) (b)
Geometrically Compensated Time-of-Flight Data Geometrically Compensated Time-of-Flight Data
—_— r —0_6 r

1-0.6

10.4

1-0.4

0.2 -0.2

0 0

Receive Channel
Receive Channel

-0.2 0.2

-04

0.4

' -0.6
20 40 60 80 100 120 (1s)

20 40 60 80 100 120
Transmit Channel Transmit Channel

0.6

(ps)
(c) (d)

Fig. 4.10. The ray-tracing diagrams for (a) Case II and (b) Case IV, and the geometrically compensated

time-of-flight data in (c) Case II and (d) Case IV. Note that the colormap in (d) for Case IV has been

reversed for display purposes.

The sound velocity error in ROI tends to be positive in experiments (this
phenomenon did not occur in simulations). One possible reason is the expansion
(contraction) of the fat (cyst, high-attenuation tumor, or irregular tumor) region in the
B-mode image with respect to its original size — a lower (higher) sound velocity is
equivalent to a longer (shorter) distance. Because the area of the background is much
larger than that of the ROI, the sound velocity estimation is more sensitive to the
sound velocity error in the background than that in the ROI. Therefore, the

reconstructed sound velocity in the background will only be slightly affected, and the
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absolute value of the difference of the reconstructed sound velocities between the ROI
and the background tends to decrease as the area of ROI increases. Another potential
source of error is a refraction artifact. The ray-tracing diagrams shown in Fig. 4.10(a)
and (b) for Cases II and IV, respectively, illustrate that the number of transmit/receive
combinations with times of flight affected by the sphere is larger in Case IV than in
Case II. This point is further demonstrated by Fig. 4.10(c) and (d), which show the
geometrically compensated time-of-flight data for Cases II and IV, respectively (note
that the colormap for Case IV has been reversed for display purposes). Thus, a higher
sound velocity in the ROI will increase its effective area when measuring the
time-of-flight data. Consequently, the area in B-mode image is effectively contracted

during reconstruction.

In a few cases there were multiple reflections between the array and the top
surface of the phantom, which made finding the peak of the echo from the metal plate
difficult. This explains why we used the rising edge rather than the peak to estimate
the time of flight.

The shadows of the high-attenuation and irregular tumors are clearly seen in
B-mode images for Cases V, VI, and IX. These shadows complicated the extraction of
ROIs. If only the tissue type is important, then sound velocity images are not
necessary in these simple cases. However, if the image contains more complicated
objects, B-mode image alone may be insufficient for identifying different tissue types.
In this case, the sound velocity distribution can be used to complement conventional
B-mode ultrasound and to enhance breast cancer detection in the situations where a
fat region may be incorrectly diagnosed as a tumor, because the fat region typically
has a sound velocity lower than the glandular tissue whereas a tumor typically has a
higher sound velocity. Based on the result of Case I, a tumor with a diameter as small
as 4 mm may be distinguishable using B-mode ultrasound with the help of the sound

velocity information.

4.6 Concluding remarks

In this chapter, we experimentally investigated the technique proposed in
Chapter 2, including Algorithm II in Section 2.3, for reconstructing the sound velocity
distribution in the breast. The experimental setup, which consisted of a 128-channel
array, a digital array system, a phantom, and a computer, allowed acoustic data

acquisition for simultaneous B-mode image formation and limited-angle tomographic
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sound velocity reconstruction. The reconstruction algorithm incorporates the
segmentation information from the B-mode image of the same object. Nine cases
were evaluated by scanning the phantom at different positions. Although the image
objects were three-dimensional, good sound velocity estimation results were obtained
using the one-dimensional array, with sound velocity errors being less than 5 m/s in
eight of eleven ROIs. Although the errors associated with tumor objects were larger,
successful tissue classification was still possible using the information that the sound
velocity should be higher in the ROI than in the background for those cases.
Therefore, this method makes obtaining the sound velocity distribution feasible with

the current B-mode imaging setup using linear arrays.
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Chapter 5 Experimental results—attenuation

coefficient

5.1 Introduction

When a single-frequency acoustic plane wave propagates in a homogeneous soft

tissue, its amplitude A4 can be assumed to exponentially decay with the propagation

distance d [22], [45]. Specifically,

— 2010g10[§j =ad,, (5.1)

0

where 4, is the original amplitude and « is the attenuation coefficient of the tissue.

In general, the attenuation coefficient varies from tissue to tissue. For example, the
attenuation coefficient of cancerous tissue is higher than that of cyst [19]-[21].

Therefore, the attenuation coefficient distribution in the breast can help detect cancer.

In this chapter, the attenuation coefficient distributions were reconstructed for the
nine cases described in Chapter 4 using the convex programming formulation.
Furthermore, in order to improve the estimation accuracy, a technique based on the
angular spectrum method was developed to compensate the effects of refraction on

the attenuation data.
5.2 Reconstruction method

In addition to B-mode image and sound velocity distribution, the setup shown in

Fig. 1.1 can also be used to measure the attenuation coefficient distribution. Let

{el.j (t)}, 1<i,j < N,, be the complete channel data set with an object between the array

and the metal plate, and {ew’”. (t)} be the complete channel data set with water
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between. With ¢,(z) [e, ;(?)], the echo a;(?) [a,,(¢)] reflected from the bottom

w,if

metal plate corresponding to the same transmit/receive combination can be obtained.

Let a(x,y;f) [e,(xy;f)=a,(f)]and A4,(f) [4,,(f)] denote the attenuation
coefficient distribution in the object (water) and the temporal spectrum of a,(?)

[a, ()], respectively. Assume the straight-line propagation along the path L, and

define

)l (5.2)

A4, (f) =-201og,,|4,(/)])- |- 2010g,,(4,., ()

then

A () = [y ) -a, (Ol (5.3)

Ly

based on (5.1). Since the attenuation coefficient of water is negligible in general [22],
(5.3) can be reduced to

Ay (f) = [aCey; fdl . (5.4)

(5.4) is analogous to (2.3). Thus, following the procedure described in Section 2.1,
(5.4) becomes

Lo =Aa, (5.5)

where the attenuation coefficient distribution a =a(f) isan MN x1 column vector

consisting of the attenuation coefficients at the grid points, and the attenuation data

Aa = Aa(f) isan [NA (N, + 1)/2]>< 1 column vector consisting of A4, (f).

The convex programming formulation introduced in Section 2.2 was used to
solve (5.5) [32]. Two kinds of a priori knowledge of a(f) are used. First, the

attenuation  coefficient is assumed to be in [a,..2 (where

upper ]

A owe = 0dB/em | o, =2fdB/ecm, and f is in the unit of MHz in this

upper
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chapter) and, therefore, a(f) must belong to

C

attenuation

— {x e R : X, €[ty yurr @y ], 1 <1< MN'. (5.6)

upper

Second, the B-mode image information is used. That is, a(f) must belong to

C

image *

Express Aa as Aa:[AA1 A4, - AANA(NAH)/Z]T and define

Co, = eR™ :(x1) = AL Li =12, N, (N, +1)/2, (5.7)

i

C

image

then an attenuation coefficient distribution x e C

enuation | 1 minimizing the cost

function (i.e., the total amount of violation of the attenuation data)

No(Np+1)/2

D> wd*(x,C,,) (5.8)

s 1
CDA(X) = 5
i=1

can be found by taking x as the limit of the sequence {xn}. The

Xg € Cenvation [ 1 Cimage 18 @ initial attenuation coefficient distribution, and
Na(Ny+1)/2
X, =(=2)%,+ 4P e |A=Dx,+7 D wk (x,)],n>0. (59

i=1

Each case in this chapter employed uniform weighting (i.e., each attenuation value is
equally important), 4 =0.5 forall n>0,and y=1.

5.3 Experimental results

The attenuation coefficient distributions at f, =5 MHz (close to 5.57 MHz, the

center frequency of the array) were reconstructed. To extract the attenuation data, the

time 7, corresponding to the peak of the envelope of e¢;(¢) around 7, (with a
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time window of 10 us ) was found, and then a,(¢) was extracted using the following

equation:
0. ()= wr(t+T/2-t, ;r)e; (1) ti].,p—T/2St<ti].,p+T/2’ (5.10)
Y 0 elsewhere
where 7T is the duration of w;, and
smz(ﬂj 0<t< i
r
rT rT
1 —<t<T——
wy(6;r) = 2 2 (5.11)
s1n2[ﬂ(T_t)} T—£<t£T
rT
0 elsewhere

is a Tukey window with a taper ratio of » [46]. a, . (f) was similarly extracted

w,ij
from e, ;(¢). In soft tissues, the attenuation coefficient is approximately a linear

function of frequency in the MHz range [22], [45]. That is,

a(x,y; )= a'(x,p)f]. (5.12)

Therefore, instead of (5.2), the following equation was used to estimate A4, (f,) in

order to increase the estimation stability:

Jo+4f /2
L /)

M, AT {— 201oglo(JA,,(f )\)—[— ZOlogquélw,ij( f)\)]}df. (5.13)

Ay (fo) =

In this chapter, T=4 us, r=0.4, and Af =4 MHz. The transmit/receive

combinations removed when extracting the time-of-flight data were also removed

here due to the invalidity of the assumption of straight-line propagation.

The attenuation coefficient images were reconstructed using the method
introduced in Section 5.2 for the nine cases described in Chapter 4. All the

reconstruction results are listed in Table 5.1. The errors are defined as
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Aty = 0 gecon (fo) = Uy ine (o) » (5.14)

where (-) denotes F (fat), C (cyst), T (high-attenuation tumor), IT (irregular tumor),

G (glandular tissue), or ROL, «, ..(f,) 1s the attenuation coefficient listed in Table

4.1, and «,..,(fy) 1s the reconstructed attenuation coefficient. In all cases the

errors in the background region are small, but the errors in the ROI(s) are larger. Note

that g .., (/) =0 dB/cm in Case 1 and a;,..,(f;) =10 dB/cm in Case V have

reached the lower bound and the upper bound for the attenuation coefficient,
respectively. Also note that all A, values are negative, and all Aa., Ac,, and

Aa,, values are positive. This is mainly attributable to the energy redistribution
caused by refraction. The fat sphere, which has a sound velocity lower than that of the
background, tends to distribute more energy to the transmit/receive combinations with
a path across the ROI, while the cyst sphere, high-attenuation tumor sphere, and the
irregular tumor region, all having a sound velocity higher than that of the background,

act contrary.

Table 5.1. The estimation results of the attenuation coefficients at fo= 5 MHz.

Case  ROI Sphere ROI Oronme Aot/ Aoyy  Aai /! Aag
radius (mm) position  (dB/cm) (dB/cm) (dB/cm)
I Fat 2 Center 2.21 —1.50/-2.21 —-0.08/0.02
I Fat 4 Center 2.21 -0.39/-1.22 —-0.07/0.06
I Fat 6 Center 2.21 —0.14/-0.78 —0.08/0.04
v Cyst 4 Center 0.78 0.87/3.64 —0.17/-0.17
V  HA tumor 4 Center 7.36 1.76/2.64 —0.09/-0.09
VI  Irregular N/A Center 4.26 0.87/1.45 0.29/0.26
tumor
Vil Fat 4 Up 2.21 1.69/-0.24 —0.14/0.02
VIII Fat 4 Down 2.21 —-1.30/~1.19 —0.02/0.11
IX-1 Cyst 4 Upper-left  0.78 -0.07/2.82 0.00/0.02
IX-2 HA tumor 4 Upper-right  7.36 1.78/2.53
IX-3 Fat 4 Down 2.21 —1.73/-2.05
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5.4 Experimental results with compensation for the

refraction effects

W,y f)

(a)

c(x, ), ¢y, (f)

Transducer Ji e » ‘214‘/ ()

(b)
Fig. 5.1. Illustration of the technique for finding an estimate ,?1,]_ (f) of A,(f)- (a) Basic form of the
problem. (b) Configuration used to find ,?10, (f)-

The estimation accuracy of the attenuation coefficient distributions will improve
if the effects of refraction on the attenuation data can be compensated. Using the
angular spectrum method [37], such effects can be roughly estimated by numerical
propagation through the image object [15], [47], despite the density distribution and
backscattering being ignored. Note that the effects of attenuation coefficient
inhomogeneities on the attenuation data are also ignored since it is unknown at the
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moment. With reference to Fig. 5.1(a), consider an acoustic wave W(x,y;f)
propagating along the + y direction in a linear fluid medium with a sound velocity
distribution of c(x,y; /), a background sound velocity of ¢,(f), and an attenuation
coefficient of ¢,(f) independent of the position. The problem is: find W (x,y,; f)
assuming that W (x,0; f) is known.

W(x,y;f) can be found by finding W(x,dy;f), W(x,2dy;f), ---, and

W(x,N,dy;f) sequentially with N dy=y . Assume that W(x,qdy;f) has been

found. Let the angular spectrum of W(x,qdy; f) be W(kx;qdy, f ), ie.,

1 ¢~ .
W (qdys ) =~ [P (ks qdy, £ )exp(k x)dk, (5.15)

then

W(x,(g+D)dy; )= h,(5.f) J'Zﬂf/ co(/)

Ly H ks @, W (ks qdy, f)exp(k ) dk, , (5.16)

where
_ (@D [ _ _
hq(X;f)=eXp{127?fL; y[c 1(x,y;f)—col]dy} (5.17)
and
X 5 2 _2(Ndy {cos[sin71 (kxco /f)]}7I
Hk.:dy, /) =exp[]27zdy (f/c,f -k ]10 2 [48]. (5.18)

An estimate fly( f) of A;,(f) can be obtained using the above method by

considering the configuration in Fig. 5.1(b), in which G(f) is the temporal spectrum

of the transmitted signal, c(x,y;f)=c(x,y), 0<y<D (the distance between the

array and the metal plate), is the reconstructed sound velocity distribution and
independent of f, ¢, is the sound velocity in the background, and ¢,(f)=0.5f

dB/cm with f in the unit of MHz. Note that c(x,y;f)=c(x,2D—-y;f) for
D<y<2D . The estimate of 4, (f), flw’!/( f), was similarly obtained with

c(x,y;f)=c, and a(f)=0.Define
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A4, () ==2010g,, (4, (1)) [ 20108, (4, (|| (5.19)

then a vector Aa’=Aa'(f) consisting of A4;(f)=A4;(f)- Aflij (f) can be built.
After solving
La = Aa’ (5.20)

using the convex programming formulation introduced in Section 5.2, the attenuation

coefficient distribution with compensation is

o =a+a,(f). (5.21)

All the reconstruction results with the refraction effects being (partly)

compensated are also listed in Table 5.1. The errors are denoted as Aa(’_). The

reconstructed attenuation coefficient images are shown in Fig. 5.2-Fig. 5.5. Fig.
5.2-Fig. 5.4 demonstrate the effects on the reconstruction accuracy of the size of the
spherical objects, different sound velocities and attenuation coefficients in the objects,
and the depth of the objects, respectively. In all cases the errors in the background
region are small. Fig. 5.2(a) and (b), Fig. 5.2(c) and (d), and Fig. 5.2(e) and (f) show
the estimation results corresponding to fat spheres with a radius of 2 mm, 4 mm, and 6
mm, respectively. The left panels [Fig. 5.2(a), (c), and (e)] are the estimated
attenuation coefficient images with compensation, and the right panels [Fig. 5.2(b),

(d), and (f)] are the estimated attenuation coefficient images without compensation.
The Aagy (Aagy ) values are —1.50 (-2.21) dB/cm, —0.39 (-1.22) dB/cm,

and —0.14 (-0.78) dB/cm, respectively, and those of Aa; (Ae) are —0.08 (0.02)
dB/cm, —0.07 (0.06) dB/cm, and —0.08 (0.04) dB/cm, respectively. Fig. 5.3(a) and (b),
Fig. 5.3(c) and (d), and Fig. 5.3(e) and (f) show the estimated attenuation coefficient

images with and without compensation corresponding to spheres consisting of
different tissues (cyst, fat, and tumor, respectively). The Aag, (Aage, ) values are

0.87 (3.64) dB/cm, —0.39 (—1.22) dB/cm, and 1.76 (2.64) dB/cm, respectively, and
those of Ay (Acag) are —0.17 (-0.17) dB/cm, —0.07 (0.06) dB/cm, and —0.09
(—0.09) dB/cm, respectively. Fig. 5.4(a) and (b), Fig. 5.4(c) and (d), and Fig. 5.4(e)
and (f) show the estimated attenuation coefficient images with and without

compensation corresponding to fat spheres at different positions (upper, center, and
lower, respectively). The Aag, (A, ) values are 1.69 (-0.24) dB/cm, —0.39

(-1.22) dB/cm, and —1.30 (-1.19) dB/cm, respectively, and those of Aca (Acy)

are —0.14 (0.02) dB/cm, —0.07 (0.06) dB/cm, and —0.02 (0.11) dB/cm, respectively.
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Finally, Fig. 5.5(a) and (b), and Fig. 5.5(c) and (d) show the estimated attenuation

coefficient images with and without compensation for Case VI and Case IX,
respectively. In Case VI, Ay, =0.87 dB/cm (A, =1.45 dB/cm) and Ay, =0.29

dB/cm (Aq, =0.26 dB/cm). In Case IX, Aa; =-0.07 dB/cm (A, =2.82 dB/cm),

Aoy =1.78 dB/cm (Aa,; =2.53 dB/cm), Aap=-1.73 dB/cm (Ao, =—2.05 dB/cm),
and Aq(, =0.00 dB/cm (A, =0.02 dB/cm). Except for Case VII and VIII, the

reconstruction accuracy in the ROI was improved with the compensation technique.
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Attenuation Coefficient Distribution

Attenuation Coefficient Distribution
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Fig. 5.2. Estimated attenuation coefficient images, with and without compensation, of objects
containing fat spheres (¢, =1464m/s, p, =0.94g/cm’, and ¢, =2.21dB/cm) with different radii. (a)
and (b): Case I (radius = 2 mm). (c) and (d): Case II (radius = 4 mm). (e) and (f): Case III

(radius = 6 mm).
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Fig. 5.3. Estimated attenuation coefficient images, with and without compensation, of objects
containing spheres all with a radius of 4 mm but representing different tissue types. (a) and (b): Case
IV (cyst; ¢.=1570m/s , p.=1.02g/cm’, and @.=0.78dB/cm ). (c) and (d): Case II (fat;
¢, =1464m/s, p,=0.94g/cm’, and ¢, =2.21dB/cm). (e) and (f): Case V (tumor; ¢, =1547m/s,
pr=1.10g/cm’,and o, =7.36dB/cm).

63



Attenuation Coefficient Distribution

10

15

[i+]

0

Axial Position (mm)

25

30

Lateral Position (mm)

(a)

Attenuation Coefficient Distribution

10 _
3
E1s
c
2
3
g2
.:%
25
30
-10 -5 o] 5 10
Lateral Position (mm)
(c)
Attenuation Coefficient Distribution
10 _
3
E1s
c
2
3
£ 20
.:%
25
30
-10 -5 o] 5 10

Lateral Position (mm)

(e)

(dBfem)

-10 -5 o] 5 10
io

(dBfem)

10

0

10

10

0
(dBfem)

Attenuation Coefficient Distribution

n - —
(=] [4)) (=]

Axial Position (mm)

[
o

30

-10 -5 [} 5 10
Lateral Position (mm)

(b)

Attenuation Coefficient Distribution

-y
(=]

-
o

20

Axial Position (mm)

[
o

-10 -5 [} 5 10
Lateral Position (mm)

(d)

Attenuation Coefficient Distribution

n - —
[=] [4)) (=]

Axial Position (mm)

[
o

30

-10 -5 [} 5 10
Lateral Position (mm)

®

Fig. 5.4. Estimated attenuation coefficient images, with and without compensation, of objects
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containing fat spheres (¢, =1464m/s, p, =0.94g/cm’, and ¢, =2.21dB/cm) all with a radius of 4

mm but at different positions. (a) and (b): Case VII (the sphere is above the center). (c) and (d): Case 11

(the sphere is at the center). (e) and (f): Case VIII (the sphere is below the center).
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Fig. 5.5. Estimated attenuation coefficient images with and without compensation. (a) and (b): Case VI.

The image object contains an irregular tumor. ¢, =1553m/s, p, =1.07g/cm’, and o, =4.26 dB/cm.
(c) and (d): Case IX. The image object contains three spheres, all with a radius of 4 mm (¢, =1570 m/s,
pe=1.02g/cm’ and @ =0.78dB/cm in the upper-left cyst sphere; ¢, =1547m/s, p; =1.10g/cm’

and @, =7.36dB/cm in the upper-right high-attenuation tumor sphere; and ¢, =1464m/s ,
pp =0.94g/cm’, and @, =2.21dB/cm in the lower fat sphere).

5.5 Concluding remarks

In this chapter, the attenuation coefficient distributions were reconstructed for the
nine cases described in Chapter 4 using the convex programming formulation.
Furthermore, in order to improve the estimation accuracy, a technique based on the
angular spectrum method was developed to compensate the effects of refraction on
the attenuation data. With this technique, the reconstruction accuracy in the ROI was
improved except for Case VII and VIII. To verify the efficacy of the compensation

technique for complex objects, more studies are needed.
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The attenuation coefficient distribution in the breast can be used to enhance the
detection of the breast caner. Using only the sound velocity image, a fat region is
distinguishable from a tumor, but a cyst may not be due to their close sound velocities.
Since the experimental results show that the difference between the reconstructed
attenuation coefficients in a cyst and a tumor is large, when a cyst and a tumor are
indistinguishable using the B-mode image and the sound velocity image, the

attenuation coefficient image can be used to help distinguish them.
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Chapter 6 Discussion

6.1 Aberration correction

Sound velocity inhomogeneities results in waveform distortions in B-mode

pulse-echo data, including phase aberrations and wavefront amplitude distortions

[5]-[9]. With the imaging setup shown in Fig 1.1, the reconstructed sound velocity

distribution can be used to perform aberration correction and hence improve the

B-mode image quality.

+ X

“

Ty

Metal Plate

Fig. 6.1. Image object considered in this chapter. It comprises a glandular tissue with a cylinder of fat

Linear Array (Na = 128 channels, pitch po = 0.3 mm)

A

Fat Cylinder ______X_ _____
(radius =4 mm

Focal Plane

Glandular Tissue

with a radius of 4 mm at its center.

Consider the image object shown in Fig. 6.1. The k-space method [33]

introduced in Section 3.1 was used to generate the required data. The parameters of
the fat cylinder and the glandular tissue are those listed in Table 4.1 and each array

channel has a Gaussian frequency response with a center frequency of 5 MHz and a

67



two-way —12dB fractional bandwidth of 0.6. The B-mode image and the sound
velocity distribution were reconstructed using the same settings as those used in
Chapter 4 except for all channel data being available in this case. When calculating
the beam patterns and the point spread functions (PSFs), only the central 50 elements
in the array were used (i.e., the F-number was 1.6). Fig. 6.2(a) shows the normalized
transmit beam patterns at the focal plane corresponding to three different conditions:
without the fat cylinder in the image object (solid line), with the fat cylinder in the
image object (dashed line), and with the fat cylinder in the image object and
aberration correction using a technique similar to that developed in Section 5.4 for
compensating the refraction effects (dotted line). The normalized receive beam
patterns and two-way beam patterns are shown in Fig. 6.2(b) and (c), respectively, and
Fig. 6.2(d)—(f) shows the two-way PSFs without the fat cylinder in the image object,
with the fat cylinder in the image object, and with the fat cylinder in the image object
and aberration correction, respectively, with a 60-dB dynamic range. The simulation
results show that using the sound velocity distribution to compensate for the

waveform distortions can improve the focusing performances.

Transmit Beam Patterns Receive Beam Patterns
0 \ T O " -
Y —— without aberration 1\ — without aberration
----- with aberration i ----- with aberration
-5t with correction

-5 / with correction

Mormalized Magnitude (dB)
>

Mormalized Magnitude (dB)
>

% 6 4 =2 0 2 4 6 8 % 6 4 2 0 2 4 6 8
Lateral Position (mm) Lateral Position (mm)

(a) (b)
Fig. 6.2. (a) Normalized transmit beam patterns at the focal plane. (b) Normalized receive beam
patterns at the focal plane. (c) Normalized two-way beam patterns at the focal plane (d) Two-way PSF
without the fat cylinder in the image object. () Two-way PSF with the fat cylinder in the image object.

(f) Two-way PSF with the fat cylinder in the image object and with aberration correction. The PSFs are
displayed with a 60-dB dynamic range.
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Fig. 6.2. (Continued.)

6.2 SNR enhancement

To acquire the time-of-flight data, only one channel transmits at each firing. In
this thesis, no noise was added in the simulations and the SNR was enhanced with
averaging in experiments. However, in order to reduce the time required for collecting
the time-of-flight data, no averaging will be preferable. In this situation, the SNR may
be insufficient due to attenuation and thus affecting the accuracy of time-of-flight
estimation. To address this problem, coded excitation techniques [43] can be
employed to increase the transmitted power while maintaining good temporal
resolution. Note that an SNR enhancement of more than 20 dB is achievable because
the code length is only limited by the distance between the metal plate and the array

when only one channel is fired.

The time-of-flight data collected by transmitting a coded signal were compared
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with those collected by transmitting a wideband pulse. The image object and the array

were those shown in Fig. 6.1. The coded signal was a binary Tukey-windowed chirp
described in Section A.4.1 with f, =5MHz, Af =325MHz, T=10ps, and

r=0.15 . The other parameters were f ,,c =80MHz , M =36, [=37,

f.=0.05625, D=10, and o. =1. The compression filter was designed using the

method described in Section A.3. The mainlobe was defined as the central nine points
of the compressed signal, N, =80, and s, = —40 dB. Fig. 6.3 shows the
geometrically compensated time-of-flight data collected by transmitting the binary
Tukey-window chirp (dashed line) and the wideband pulse (solid line) at the 64th
channel. Note that all the removed time-of-flight data were replaced with 0. The
time-of-flight data corresponding to different transmitting signals are close to each
other for the same transmit/receive combinations; therefore, applying coded excitation

to SNR enhancement when collecting the time-of-flight data may be feasible.

Geometrically Compensated Time-of-Flight Data

05
— pulse
N code
04l Y
03
@
E
o2

20 40 60 80 100 120
Receive Channel

Fig. 6.3. The geometrically compensated time-of-flight data collected by transmitting the binary
Tukey-window chirp (dashed line) and the wideband pulse (solid line) at the 64th channel. The image
object and the array were those shown in Fig. 6.1. Note that all the removed time-of-flight data were

replaced with 0.
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Chapter 7 Conclusions and future works

In this thesis, a limited-angle transmission tomography setup using a linear array
was investigated. This setup can be used to obtain the B-mode image, the sound
velocity distribution, and the attenuation coefficient distribution. To improve the
estimation accuracy of sound velocity distribution, a new reconstruction algorithm
incorporating segmentation information from the B-mode image of the same object
was proposed. Simulation results and experimental results demonstrate the efficacy of
the algorithm. Furthermore, with the sound velocity distribution, waveform distortions
caused by sound velocity inhomogeneities can be partly compensated. When
reconstructing the attenuation coefficient distribution, in addition to incorporating
information from the B-mode image, the sound velocity distribution of the same
object was used to compensate the effects of refraction in order to improve the
estimation accuracy. The efficacy of the compensation technique was demonstrated

using experimental data.

To enhance the detection of breast cancer, B-mode image, sound velocity
distribution, and attenuation coefficient distribution can be applied in order. When a
region cannot be identified using the B-mode image, this region can be rejected as a
tumor if its sound velocity is lower than a threshold (e.g., 1500 m/s). If the sound
velocity in this region is higher, the attenuation coefficient can then be used to

distinguish a tumor from a cyst.

Future works include an efficient implementation of the reconstruction
algorithms, realization of coded excitation, further investigation on the application of
the sound velocity information and attenuation coefficient information to aberration

correction, and performance evaluation of the technique in clinical situations.
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Appendix A Arbitrary waveform coded
excitation using bipolar square wave pulsers

in medical ultrasound

This appendix presents a new coded excitation scheme that efficiently
synthesizes codes for arbitrary waveforms using a bipolar square wave pulser. In a
coded excitation system, pulse compression is performed to restore the axial
resolution. If the system can transmit waveforms with specific spectral characteristics,
pulse compression at the receiver — which typically involves inverse filtering — can be
implemented more efficiently. However, such a transmitter requires the generation of
arbitrary waveforms and is therefore more expensive. In other words, a trade-off is
necessary between the compression performance and the transmitter cost. Here we
propose a method that preserves the low-cost advantage of a bipolar pulser while
achieving approximately the same compression performance as an arbitrary waveform
generator. The key idea of the proposed method is the conversion of a nonbinary code
(i.e., requiring an arbitrary waveform generator) with good compression performance
into a binary code (i.e., requiring only a bipolar pulser) by code translation and code
tuning. The code translation is implemented by sending the nonbinary code into a
virtual one-bit sigma-delta modulator, and the code tuning involves minimizing the
root-mean-square error between the resultant binary code and the original nonbinary
code by sequential and iterative tuning, whilst taking the transducer response into
account. Tukey-windowed chirps — which have good compression performance — of
different durations (16, 20, and 24 ps), all with a taper ratio of 0.15, a center
frequency of 2.5 MHz, and an equivalent bandwidth of 1.5 MHz, were converted into
binary Tukey-windowed chirps that were compared with pseudochirps (i.e., direct
binary approximations of the original chirp) over the same spectral band. The bit rate
was 40 MHz. Simulation results show that the use of binary Tukey-windowed chirps
can reduce the code duration by 20.6% or the peak sidelobe level by 6 dB compared
to the commonly used pseudochirps. Experimental results obtained under the same
settings were in agreement with the simulations. Our results demonstrate that arbitrary
waveform coded excitation can be realized using bipolar square wave pulsers for

applications in medical ultrasound.
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A.1 Introduction

Coded excitation has been studied for many years in medical ultrasound [43],
[49]-[62]. It is primarily used to either improve the signal-to-noise ratio (SNR)
without increasing the excitation voltage or lower the excitation voltage without
sacrificing the SNR  [43], [49]-[51]. Other applications of coded excitation include
increasing the frame rate and improving resolution [52], enhancing the detection of
contrast agent [53], increasing the depth of field [54], improving the SNR in finite
amplitude distortion based harmonic imaging [55], enhancing the generation of
harmonics by contrast agent microbubbles [56], [57], and suppressing selected

harmonic components in nonlinear imaging [58].

In this study, coded excitation is treated as an approach to improving the SNR
under the condition of a fixed peak acoustic power. In a coded excitation system, a
wide transmit bandwidth is maintained while the transmit pulse length is increased.
Thus, the axial resolution can be preserved at the receiver with pulse compression. If
multiple firings along the same direction are allowed, the use of (orthogonal) Golay
coded excitation [50] makes pulse compression straightforward, in which case the
axial sidelobes after pulse compression are eliminated by filtering and by cancellation
in the coherent sum of the received signals corresponding to different firings.
However, pulse compression becomes more challenging when only single firing is
allowed for each beam direction, since only filtering can be used to restore the axial

resolution. In this study, we only consider the single-firing case.

The performance of pulse compression is generally characterized by the
mainlobe width (related to the axial resolution), the sidelobe level (related to the
dynamic range and contrast resolution), and the SNR improvement. Given a code,
once the filter length is fixed, the more stringent the constraints [such as the mainlobe
width or the peak sidelobe level (PSL)] imposed on the compression results, the lower
the output SNR is. Furthermore, the filter must be extended when the constraints
cannot be satisfied. Therefore, the code must be properly designed to meet the system

requirements.

Achieving optimal pulse compression performance requires the ability to
generate an arbitrary transmit waveform in order to realize the desired spectral
characteristics. However, an arbitrary waveform generator is expensive. Here we
propose a method that preserves the low-cost advantage of a bipolar pulser while
achieving compression performance similar to that of an arbitrary waveform generator.
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The key idea of the proposed method is the conversion of a nonbinary code into a
binary code by code translation and code tuning. The code translation is implemented
by sending the nonbinary code into a virtual one-bit sigma-delta modulator, and the
code tuning involves minimizing the root-mean-square error between the resultant
binary code and the original nonbinary code by sequential and iterative tuning using
the output of the sigma-delta modulator as the initial condition, whilst taking the
transducer response into account. It is shown that good compression performance can
be achieved by using the converted binary code instead of the original code. Hence,
the proposed method can be used to effectively realize arbitrary waveform coded

excitation with bipolar pulsers.

This appendix is organized as follows. Section A.2 describes the method used to
translate an arbitrary code into a binary code, and the method used to tune the binary
code. Section A.2.4 introduces the formulas for designing the compression filter.
Section A.3 demonstrates the efficacy of the proposed method using simulations and
experimental data. Section A.4 discusses characteristics, applications, and extensions

of the proposed method, and the appendix concludes in Section A.5.
A.2 Code conversion

The overall goal of code conversion is to convert a nonbinary code into a binary
code that exhibits similar compression performance. A two-step method was
developed to achieve this goal. The first step uses a sigma-delta modulator to translate
the nonbinary code into a temporary binary code. As shown in Section A.2.3, this
temporary code only exhibits acceptable compression performance when the bit rate
is excessive, and hence a second step is needed. The algorithm introduced in Section
A.2.4 is employed as the second step to tune the temporary code into a new code

which has improved compression performance.
A.2.1 Sigma-delta modulation

Let x(¢#) be a band-limited continuous time signal and x(n) be its
corresponding discrete time signal uniformly sampled at f:

x(n) = x(t)L:n/. .- (A.1)

In this Appendix, ¢ denotes the time, and the letters n, k, p, g, and / within
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parentheses denote discrete time indices.

One-bit Quantizer

Integrator

xm)@ u) i Delay

______________________________

Fig. A.1. Block diagram of the first-order one-bit sigma-delta modulator.
Fig. A.1 shows a block diagram of a first-order one-bit sigma-delta modulator
[63], where e(n) is the quantization error. Note that the entire system is in the

discrete domain because the modulator is only used for discrete code conversion (and

not analog-to-digital conversion). Without loss of generality, assume that the input
signal x(n) is bounded by +/ and that the output signal y(n) is within {+1,—1}.

The quantizer will not be overloaded if V=1 and |v(0)| <2, (ie., e(n)| <1 for all

n>0). Based on Fig. A.1,

v(n) = y(n)—e(n), (A.2)
v(n)=u(n-1)+v(n—-1)=[x(n-1) = y(n =]+ [y(n 1) —e(n - 1)]
. (A3)
=x(n—-1)—-e(n-1)
Thus,
y(n)=x(n—-1)+e(n)—e(n—-1). (A.4)

If f, is much higher than the bandwidth of x(n), x(n) can be efficiently
reconstructed by appropriately filtering y(n).

A.2.2 Code translation

Let x(¢) be the desired band-limited waveform for coded excitation. The goal is
to build a binary version of the original code such that after being filtered by the
transducer, the filtered binary waveform is similar to the filtered version of the
original code. In other words, the transducer’s frequency response is used as the
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reconstruction filter in a sigma-delta modulator. We first choose a sampling frequency
f. and discretize x(¢) into x(n) , then send the sequence x(n) into the

sigma-delta modulator shown in Fig. A.1. The output signal y(n) of the modulator is
the corresponding binary code of x(#) with a bit rate of f , and the actual

transmitted signal is

y(&:.£) = 2 yn+ DI(fit =n), (A5)

where
() = 1if0<¢<1 AG
0= 0 otherwise (A.6)

A.2.3 Preliminary evaluation

Let A (f) be the impulse response of the transducer and ® denote convolution.
It is desirable for x(z)® h (t)® h,(t) to have a flat spectrum over the passband so

that compression, which typically involves inversion filtering, can be efficiently
implemented at the receiver. Since A, (¢f) can be viewed as the reconstruction filter

for the sigma-delta modulator, a higher f, is desired such that y(#; f)®h(¢) is
approximately the same as x(¢) ® 4,(t). However, f. is also the bit rate of the
binary code and must be within a certain range due to hardware limitations of the

bipolar pulser.

The effects of the bit rate on pulse compression are illustrated using a

Tukey-windowed chirp [59] as an example. Specifically,

xX(t) = wy (6;7) sin{ZﬁK f, —%)t + %ﬁ }} 0<t<T, (A7)

where f, is the carrier frequency, Af is the bandwidth of the linear chirp, 7 is
the pulse duration, « is the slope of the linear chirp (i.e., @ =Af/T), and

sinz(ﬂj 0<t< rr
rT 2
rT rT
1 — <t LT ——
wy () = 2 2 (A.8)
sin’ E(T_t) T—£<IST
rT 2
0 elsewhere
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is a Tukey window with a taper ratio of » [46]. The compression filter 4 (¢) is
chosen to be a windowed matched filter:
h.(t) =w.(2)- sin{ZﬁKfo —%)(T —-1)+ %(T - t)z}}, 0<t<T, (A.9)

where w.(f) is a Chebyshev window with a sidelobe attenuation of —90 dB [64].
The signal

x,(t) = x(t) ® h () ® h (1) ® h () (A.10)

is the ideal pulse-echo compressed signal and is used as a reference to evaluate the

pulse-echo compression results at different bit rates:
V(6. £) = (L)@ IO ® (1) ® h (1). (A1)

Let f,=25MHz, Af=1.85MHz, T=20ps, r=0.3, and the transducer
have a Gaussian frequency response with a center frequency of f, and a —6dB
bandwidth of 1.5 MHz. Fig. A.2 shows the normalized envelopes of x_ () (solid line)
and y.(t;f,) for f =40, 100, and 200 MHz (dotted line, dash-dotted line, and
dashed line, respectively). Fig. A.2 demonstrates that y(#; f,) with a higher f, has

lower axial sidelobes after compression.

— reference
---=- 200 MHz
Aot ---- 100 MHz
o 40 MHz
=
£ 20t
2
=
g
£ 30
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T -40f
E :
2 H
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A i i \
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-%D -10 0 10 20

Time (us)
Fig. A.2. Normalized envelopes of x,(¢),and y.(¢;f.) for f, =40, 100, and 200 MHz.

A.2.4 Code tuning

Fig. 2 shows that the PSL exceeds —30 dB with a bit rate of 40 MHz, and that a
rate of 200 MHz is needed to suppress the PSL to the —40 dB level. Such a high bit

rate is not acceptable in most systems. In addition to the filtering approach commonly
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used in the literature [1], [13], tuning of the output code y(n) of the sigma-delta

modulator is performed in this study to further improve the compression results.

I update = L7UE
y'(n)=y(n)
dy, = d[y'(m)]

Yes Return  y'(n)

Iupdate = false
k=0

Yes

ﬁ)Mﬂ%mm%¢®]mD

Vinp () =argmind[z(m)]
where z(n)=)'(n) except for
k<n<k+N,-1

() k=k+1

dmin = d

temp

V' (1) = Yiemp (1)

1 update = 17UE J

Fig. A.3. Flow diagram for code tuning.
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The algorithm for tuning an N-bit code y(n), 0<n< N -1, into a new code
y'(n) is illustrated using the flow diagram shown in Fig. A.3. We define

dlym)]= |y £)-x)]® @) (A.12)

where |||| denotes the I* norm; then d[y(n)] is a measure of the similarity
between y(z;f) and x(z). If y(n) is tuned into a code y,,.,(n) such that
dlytemp,l(n)J< d[y(n)], Viempa(7) 1s considered better than y(n) and will be the
current candidate for the final code )'(n). If a code y,,, ,(n) generated by tuning

ytemp’l(n) satisfies dlytemp,z(n)J< dlytemp’l(n)J , ytemp,z(n) will become the new
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candidate for y'(n). The process continues until the candidate code cannot be further
updated. In this algorithm, any new candidate for y'(n) is different from the current
candidate in at most N, (N, =16 in this Appendix) consecutive bits, and the start
index of the 16 bits is shifted sequentially and iteratively until the similarity to x(n)

cannot be further improved.

Fig. Ad4(a)(c) show x(®)®h(@) , y(tAOMHz)®h(r) , and
V'(t;40 MHz) ® h,(¢), respectively. The parameters are the same as those used in
Section A.2.3. Fig. A.4(d) shows the normalized envelopes of x_ (¢) (solid line),
v.(;40 MHz) (dotted line), and y!(#;40 MHz) (dashed line). Fig. A.4 demonstrates

that tuning a code can significantly improve the compression performance.
A.3 Design of the compression filter

This section presents the design principles of the compression filter. In this study,

pulse compression is realized at baseband.

A.3.1 Design criterion

Assume that the digitized echo signal is

vem =l HOKOORWD),,,, (A.13)

where f ,nc is the sampling rate of the analog-to-digital converter (ADC) at the

receiver. The y/.(n) is demodulated into a baseband signal
Vo) = () ® [V, (m) - expl= 2afin ) £, yoc )| (A.14)

where 7, (n) is a Kaiser-windowed finite impulse response low-pass filter [65], i.e.,

_sin2zaf,(n—M /2) Io_ﬂ(l—[(n—M/2)/(M/2)]2)/2I 0<n<M, (A.15)

O = M 12) LA

where /() represents the zeroth-order modified Bessel function of the first kind,
f. is the —6 dB cutoff frequency, (M +1) is the filter length, and S 1is a shape
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parameter. The y|,[#] isthen D times downsampled to obtain

ya(n) = yy,(Dn) . (A.16)

Given a compression filter A4, (n), the compressed signal is

Yae(m) = ya(n) @ hy (1) . (A.17)

Let ny(n) and ny (n) denote the noise after downsampling and compression,

respectively, and define the autocorrelation function of a random process s(n) as
R,(k) = E{s(n)s"(n—k)}, (A.18)

where the asterisk denotes complex conjugation and E denotes the statistical

expectation operator; then [66]

R, (K)=R, (k)® hy (k) ® hy (k) (A.19)

and the ensemble-averaged noise power after pulse compression is R, (0). If the

peak of the compressed signal is normalized to unity by scaling the filter coefficients,

the inverse of R, (0) is the output SNR.

Given a filter length N,, let m denote the index of the peak position of
Vic(n), I, denote the index set of the sidelobes, s specify the predetermined
allowable PSL, and s, =20logs. The goal is to find a compression filter 4. (n)

such that R, (0) is minimized under the constraints of Vi.(m)=1 and

‘ Vie (n)‘ <s fornel, [ie., h)(n) maximizes the output SNR while maintaining the

axial resolution and dynamic range specified by [/, and s, respectively].

Unfortunately, this problem cannot be solved systematically, so the above formulation
is slightly modified to the following: find the optimal compression filter 4 (n)
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resulting in the minimal R, (0) under the constraints of Vi.(m)y=1, and

‘Re{yé’c(n)}‘, {y('ljc(n)}‘ﬁs/ V2 fornel,, where Re{} and Im{} denote the

real part and the imaginary part, respectively. That is,

Yio(m) =
h,(n)=arg mmR (0) subject to ‘Re{ydc(n)}( < s/\/_ 2 fornel;. (A.20)
‘Im ydc(n)H <s/~/2 forn el

A.3.2 Formulation for finding the optimal compression filter

Given a filter length of N, [i.e., i (n) is nonzero only for 0<n< N, 1],

then
Ne—1N;-1
R, (0)= R, (=p+ @)y (P)hy C(q)
;; I; d d (A.21)
=h"Hh
where
h=[h(0) h. () - h (N, -DJ, (A22)

H isan N, xN, Hermitian matrix (i.e., H=H")and
(H),, =R, (p-9). (A.23)
T denotes transpose, and H denotes the Hermitian (i.e., conjugate transpose). Because
h"Hh = (h"Hh)" = (h"Hh), (A.24)
Imfh"Hh{=0 and

h"Hh =

—

h"Hh) . (A.25)

Let Re{H}=H, , Im{H}

Ml
==
=
2
=
——
Il
=2
—
2
=2
——
Il

h,, Re{y;(k)}=y (k) ,



Im{yé(k)}z y(k),and j= \/—_1, then

h"Hh=h"Hh, +h'(- jH)h, +h(jH)h, +h Hh,

Tr

T
[T JH] W] ([n]] H HTH,
“|h||-/H H|h]| ||h]|-/H H|h
_hr—T-HT —jHT:”:hr}
= ayxT T
b ] [JH H (A.26)
T (H+ET)2  jH-HT)2]h,
h | [—jE-H")2 (H+HT)2 | h,
[0 H, —Hh,
__hi_ _Hi Hr hi
=g'Gg
and
N, -1
Vi) =D hy (P)yi(n—p)=y, 8+ jy,.8, (A.27)
p=0
where
_| ™ (A.28)
g_ hi ’ .
H, -H,
G:{ } (A.29)
H H
Yoo =) ym=1) - y(=N+1D) -y -y@-1) - —pn-N+D[

2

and

Y. =i ym-1)

(A.30)

y(n=N;+1) y(n) y.(n-1) y.(n=N,+D[".

(A.31)
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Thus the constraint y; (m)=1 can be formulated as
Yn.g=1andy,g=0, (A.32)
and ‘Re{y('LC (n)}‘ <s/+2 and ‘Im{yé’c(n)}‘ <s/~+/2 can be formulated as

Tg<— -y, Jg<——, ylg<——, and (-y, Jg<——. A33
Yn,rg \/5’( yn,r) g \/E’ yn,lg \/E’ ( Yn,l) g \/E ( )

(A.21), (A.26), (A.32) and (A.33) show that (A.20) is a quadratic programming
problem with a convex feasible set [67]. Furthermore, G is positive definite (i.e.,

g'Gg >0 for all g nonzero) since gTGg:RndC(O). Therefore, if the constraints

can be satisfied using a filter length of N, the optimal compression filter # (n) of

this length exists, is unique, and can be found [67].
A.4 Performance of the proposed method

In this section, the method introduced in Section A.2 is applied and compared
with the pseudochirp approach proposed in [43]. The pseudochirp is the binary
version of the original chirp signal which can also be implemented using a bipolar
square wave pulser. All codes operate at a sampling frequency (or bit rate) of 40 MHz.
The mainlobe is defined as the central nine points of the compressed signal, with the

rest of the signal being defined as the sidelobe region.

A.4.1 Simulation results

In the simulations, the additive noise sampled by the ADC was assumed to be a

. . . . 2
white noise n,(n) with a variance of o, . Therefore,

ny(n) = e () ®n, (1) - expl= j2afil ! fawe |, (A.34)

and
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R, (k)=E {Z e (pYn,, (Dn = pyexp|= j2af,(Dn = p)/ £, soc |

>l (q)n3,(Dn — Dk — q)exp|j2af, (Dn = Dk = )/ £, ype ]}

= he (P (@)expl- 22/, (Dk — p+ )/ f o) L (A35)

p.q

E{nW (Dn— p)n,(Dn— Dk — q)}
= () (@)expl- j2af,(Dk = p+q)! f. ape R, (Dk = p+4q)

p-.q

=2 Y h(Dk+ )l (g)= o2 [ O @ (-]
q
Note that R, (k)= o.8(k), where S(k) is a discrete-time impulse [65].

A chirp x_(n) with a duration of 7 and a sampling frequency of f, can be

defined as

ROE sin{zf{( f, —%j? +%[?j H 0<n<N-1, (A.36)

where N = /T, and its corresponding pseudochirp z (n) is defined by

. Lif x,(n)=0 (A37)
z (n)= . )
pe —1 otherwise

The following pseudochirp signal was used to evaluate its performance in SNR

enhancement:

2. (6 £) =Yz, (MI(fit — ). (A.38)

The transducer was assumed to have a Gaussian frequency response with a center
frequency of 2.5 MHz and a —6 dB bandwidth of 1.5 MHz. The other parameters were

Soac =20MHz, M =18, p=3.7, f, =0.1125, D=5 (i.e., corresponding to a

sampling rate after downsampling, f ,, of 4 MHz), ol =1, f,=2.5MHz, and
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Af =1.5MHz. Fig. A.5(a) shows the downsampled baseband signal z ,(n) for

T'=12ps (dashed line) and the compressed signal z,, (n) corresponding to
N; =64 and s, = —40 dB (solid line). The optimal SNR, which corresponds to the
minimal R, (0) in (A.20), is 15.0 dB. Fig. A.5(b) is a plot of the optimal SNR

versus N, corresponding to s,; = —40 dB and 7'=12ps. The figure shows that
the optimal SNR increases with N,.

---= before compression
—— after compression
i ey 7

o

I 16.5]
=2
@ onl —
3 20 %
g % 16F
£ 30 &
- 1]
g % 15.5
g -40f o
s
ol 15}
60 14.5 . . . . . g
-15 80 65 70 75 80 85 90
Time (us) N‘
(a) (b)

Optimal SNR (dB)
Optimal SNR (dB)

30 85 0 45 50 55 30 0 50 80 70 80
T (us) T'{s)

(c) (d)
Fig. A.5. (a) The demodulated and downsampled pseudochirp with 7= 12 ps (dashed line) and the
compressed signal corresponding to N, =64 and s, = —40 dB (solid line). (b) The curve of optimal
SNR versus N, corresponding to s, = —40 dB for the pseudochirp with 7= 12 ps. (¢) The curves
of optimal SNR versus 7" corresponding to s, = —40 dB for the pseudochirps with 7= 12 ps to 24
us with a step of 2 ps. The characteristic curve of the pseudochirp corresponding to s, = —40 dB is

also shown here as a thick solid line. (d) The characteristic curves of pseudochirps corresponding to
S = —40 dB to —58 dB with a step of -3 dB.
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Define T ':(T + N,/ ]”S’d) as the total temporal duration of the compressed

signal. The performance of a code is determined by the optimal SNR, assuming 7’
and s, are fixed. Plots of the optimal SNR versus 7’ corresponding to s, = —40

dB and 7 =12pus to 24pus with a step of 2us are shown in Fig. A.5(c) for the
pseudochirps. At a given 7', the maximum of the optimal SNRs corresponding to
various 7 values are found. A curve connecting such points is also shown in Fig.

A.5(c) as a thick solid line. This curve is called the characteristic curve of the
pseudochirp at s, = —40 dB. In this format, a code with a (vertically) higher curve

outperforms a code with a lower curve. Seven characteristic curves of pseudochirps
corresponding to s, = —40 dB to —58 dB with a step of -3 dB are shown in Fig.

A.5(d). These curves were subsequently used to evaluate the performance of the

binary Tukey-windowed chirps.

Tukey-windowed chirps [defined in (A.7) and denoted by x, (#7)] were
converted into binary Tukey-windowed chirps [denoted by y;; (n;7T)] using the
method presented in Section A.2. All Tukey-windowed chirps had f, =2.5MHz,

Af =1.625MHz , and a taper ratio of 0.15. With these settings, the —12 dB
bandwidths of a Tukey-windowed chirp and a pseudochirp with f, =2.5MHz and

Af =1.5MHz are the same. Because |xTC ;T )| <1, overloading did not occur in the

sigma-delta modulator. To make the transmitted peak acoustic power associated with
the binary Tukey-windowed chirp the same as that associated with the pseudochirp,

the transmitted signal was scaled according to
n 4 !

The factor 4/m 1is the magnitude of the fundamental frequency of a periodic square

wave with an amplitude of 1. Other parameters were f ,, =20MHz, M =18,

=3.7, £ =0.1125, D=5,and o’ =1.
B fe w

Fig. A.6(a)~(h) are plots of the optimal SNR versus 7' for binary
Tukey-windowed chirps corresponding to s;; = —40 dB to —61 dB with a step of -3

dB, respectively. In each figure panel, the curves corresponding to three binary

Tukey-windowed chirps are shown as thick solid lines from top to bottom:
Vere (1524 18), yip.(n;20ps), and y;; (n;16 pus). Each panel of the figure includes
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the characteristic curves of pseudochirps for comparison. The characteristic curve
corresponding to the same PSL is shown as a thick dashed line, and the others are

shown as thin solid lines. Fig. A.6 shows that using a binary Tukey-windowed chirp
improves the SNR by up to 2 dB relative to using a pseudochirp given an s,; and a

T' since, given an s, the turning-point positions (which represent more efficient

code/filter combinations) in the curves for binary Tukey-windowed chirps are
generally 1-2 dB higher than the characteristic curves of pseudochirps. Taking a 1-dB
SNR improvement as an example, this means that using a binary Tukey-windowed
chirp instead of a pseudochirp results in a (1 —-107" 10)-100% =20.6% reduction in
code duration and dead zone because the SNR improvement is approximately
proportional to the code duration. Moreover, comparing the turning-point positions in
the curves for binary Tukey-windowed chirps with respect to the characteristic curves
of pseudochirps shows that using a binary Tukey-windowed chirp in general results in

a PSL that is 6 dB lower than that when using a pseudochirp. Fig. A.6(h) shows that
Viro(n;24 us) performs worse than y;; (n;20pus) and y;; (n;16us) at a lower

s,z level. This may reflect that the code-tuning algorithm finds a better code than the
original code ;. (n;24 ps), rather than the best code.

201

19.5f

Optimal SNR (dB)

Fig. A.6. The curves of optimal SNR versus 7' for binary Tukey-windowed chirps generated by
simulations. (a) s, = —40 dB. (b) s, = 43 dB. (¢) s, = 46 dB. (d) s, = —49 dB. (¢)
S = —92dB. (D) s, = —-55dB.(g) s, = S8 dB. (h) 5, = —61 dB. In each panel, the curves
corresponding to three binary Tukey-windowed chirps are shown from top to bottom as thick solid
lines: y! (n;24ps), yi..(n;20ps), and yl (n;16ps) . Also shown in each panel are the
characteristic curves of pseudochirps for comparison. The characteristic curve corresponding to the

same PSL is shown as a thick dashed line; the others are shown as thin solid lines.
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Fig. A.6. (Continued.)
A.4.2 Experimental results

Fig. A.7 shows the experimental setup. A transducer with a diameter of 25.4 mm
and a focal length of 71.1 mm (V304, Panametrics, Waltham, MA) was used to
transmit and receive the ultrasonic signal. The image target was a nylon wire with a

diameter of 0.2 mm placed 68.7 mm from the transducer. The pulse-echo signal from
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the wire and its spectrum obtained by using a pulser/receiver (PR5800, Panametrics)
to transmit and receive are shown in Fig. A.8(a) and (b), respectively. A waveform
generator (DAC200, Signatec, Corona, CA) was used to generate the coded signal at a
sampling rate of 200 MHz (i.e., there are five samples per bit) with an amplitude
resolution of 12 bits. The pulser/receiver was used to provide a 60 dB gain to the echo

signal. The amplified echo was then digitized by an ADC (PCI-9820, ADLINK,
Taipei, Taiwan) at a sampling rate of 60 MHz (i.e., f.

S,

apc =60MHz ) with an

amplitude resolution of 14 bits. The transmit and receive timing was controlled by a
function/arbitrary waveform generator (33120A, Agilent, Palo Alto, CA), which
generated a 1-kHz trigger signal for the waveform generator and the ADC.

Agilent ADLINK Panametrics
33120A PCI-9820 Model 5800
SYNCO TRGIO CHO —~ORCVR OUT Rg
. transducer
Signatec
DAC200
Trigger  Analog Output O—¥  otar s WIHE
Fig. A.7. Block diagram of the experimental setup.
0.8f 0
0.6} sh
0.4t g
s 02 i \ :‘%’-'0'
2 o %
2 ~ =-15
Bo2r 2
< o4} 5 201
0.6} -
o5k
-o.sr
90 92 94 9 96 100 % i 2 3 4 5
Time (us) Frequency (MHz)
(a) (d)

Fig. A.8. (a) The pulse-echo signal and (b) the corresponding spectrum of the signal obtained from the

wire using a pulser/receiver to transmit and receive.

90



Because the noise was not white in this setup, a dummy experiment was

conducted in order to estimate R, (k). A total of 4000 records were acquired at

16000 samples per record in the absence of a transmit signal. The parameters were
M =54, p=37, f,=0.0375, and D=15 (ie, f4= 4 MHz). The R, (k)

was estimated from n,(n) using the following equation [66]:

2y (mng(n—k)
Rnd (k)= — Zl >

nel,

(A.40)

where /[ 1is an index set. The power spectral density of n,(n), obtained by taking

the Fourier transform of R, (k), is shown in Fig. A.9. Electromagnetic interference

manifested as several spikes in the power spectral density in this setup. An experiment
was also conducted using a one-cycle square wave with a duration of 0.4 pus and an
amplitude of w/4 V as the transmitted signal. The SNR at baseband was 14.8 dB,

and this value was used as a reference in the subsequent experiments.

Normalized Magnitude (dB)

% X 0 1 2
Frequency (MHz)

Fig. A.9. The measured power spectral density of 7, (n).

The codes (seven pseudochirps and three binary Tukey-windowed -chirps)
evaluated in Section A.4.1 were here evaluated experimentally. The transmitted signal
levels were +n/4 V and £1 V for the pseudochirp and the binary

Tukey-windowed chirp, respectively, in order to maintain a constant peak acoustic

power for all cases. The echo signal (., or z,,) from the wire was estimated
using 16000 records to reduce noise and to design the compression filter. The output
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SNR corresponding to each compression filter was estimated using n,(n). The SNR

improvement using coded excitation is defined as the output SNR using coded
excitation minus 14.8 dB (i.e., the SNR reference). The thick solid lines in Fig.
A.10(a)—(h) show the optimal improved SNR versus 7’ for binary Tukey-windowed
chirps corresponding to s,; = —40 dB to —61 dB with a step of —3 dB, respectively.
In each panel of the figure, the curves corresponding to the three binary
Tukey-windowed chirps, vy, (7;24us), yi;.(n;20ps), and yi . (n;16ps), are
shown from top to bottom. Each figure panel also contains the characteristic curves of
pseudochirps corresponding to s, = —40 dB to —58 dB with a step of —3 dB, for
comparison. The characteristic curve corresponding to the same PSL is shown as a
thick dashed line, and the others are shown as thin solid lines. The experimental
results again show that using a binary Tukey-windowed chirp instead of a pseudochirp
reduces the code duration by at least 20.6% or the PSL by 6 dB.

21p
20.5}¢
201

19.5¢

Optimal Improved SNR (dB)
Optimal Improved SNR (dB)

Fig. A.10. The curves of optimal SNR versus 7' for binary Tukey-windowed chirps obtained from
experiments. (a) s, = —40 dB. (b) s, = —43 dB. (¢) 5, = —46 dB. (d) s, = —49 dB. (¢)
S = —92dB. (D) s, = -55dB.(g) s, = S8 dB. (h) 5, = —61 dB. In each panel, the curves
corresponding to three binary Tukey-windowed chirps are shown from top to bottom as thick solid
lines: y! (n;24ps), yi..(n;20ps), and yl (n;16ps) . Also shown in each panel are the
characteristic curves of pseudochirp corresponding to s, = —40 dB to —58 dB with a step of -3 dB

for comparison. The characteristic curve corresponding to the same PSL is shown as a thick dashed line;

the others are shown as thin solid lines.
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A.5 Discuss

tuning algorithm introduced in Section A.2.4 does not guarantee the
93
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smallest |[y'(#; /) — x(£)|® h, (1)

, since the compression performance could be

improved by using other algorithms such as a genetic algorithm [68]. Furthermore,
other metrics could be adopted for the error between the original nonbinary code and

its corresponding binary code.

Let the bit duration be the inverse of the bit rate, the shortest time between any
two consecutive transitions in the code is equal to the bit duration using the proposed
method. One inherent restriction in this study is that a transition always occurs at an
instant equal to an integral multiple of the bit duration. This restriction is not
necessary and can be removed. For example, assume that the shortest switching time
of the pulser is limited to 25 ns and that the clock rate of the system is 200 MHz, then
the bit rate of the code can be set to 200 MHz instead of 40 MHz but the time between
any two consecutive transitions is limited to be larger than or equal to five clock
cycles in order not to violate the minimal switching time (25 ns). With this scheme,
similarity between the original nonbinary code and its corresponding binary code will

increase. This subject is currently under investigation.

The application of the proposed method for code conversion is not limited to
SNR improvement. In [53], [54], the codes are used for special purposes (as
mentioned in Section A.1), non-binary, and inflexible; the proposed method for code
conversion can be applied to those cases to eliminate the need for arbitrary waveform
generators. The selected error metric results in the fundamental component in the
binary code dominating its similarity to the corresponding nonbinary code, and the
signal integrity of higher harmonics is not controlled. Therefore, for cases in which
the higher harmonics are desired [55]-[58], the applicability of the method must be

further investigated.

A.6 Concluding remarks

This appendix proposes a method for exciting nonbinary codes using bipolar
square wave pulsers. A nonbinary code is converted into a binary code by code
translation and code tuning such that the desired waveform can be transmitted using a
bipolar pulser. Tukey-windowed chirps were converted with different durations (16,
20, and 24 ps), all with a taper ratio of 0.15, a center frequency of 2.5 MHz, and an
equivalent bandwidth of 1.5 MHz, into binary Tukey-windowed chirps that were

compared with pseudochirps over the same spectral band. The bit rate was 40 MHz.
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Simulation results showed that using a binary Tukey-windowed chirp instead of a
pseudochirp reduces the code duration by 20.6% when the constraints on PSL and the
SNR improvement are fixed. Moreover, using a binary Tukey-windowed chirp can in
general lower the PSL by 6 dB relative to that when using a pseudochirp if the total
duration and the SNR improvement are fixed. Experimental results under the same
settings were in agreement with the simulations. Although the converted binary code
is only an approximation of the original code after convolving with the impulse
response of the transducer, the proposed method is successful at improving the SNR.
With our method, the low-cost advantage of bipolar pulsers is preserved while the
compression performance of the coded excitation system is enhanced in medical
ultrasound. The proposed method for code conversion can also be used to eliminate
the need for an arbitrary waveform generator in other applications, such as pulse

inversion imaging [53] and dynamic transmit focusing [54].
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